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Most of the previous studies related on different term weighting emphasize on
the document—-indexing-based and four fundamental information elements—based
approaches to address automatic text classification (ATC). In this study, we
introduce class-indexing-based term-weighting approaches and judge their effects
in high—-dimensional and comparatively low-dimensional vector space over the
TF. IDF and five other different term weighting apprecaches that are considered
as the baseline approaches.

First, we implement a class—-indexing—based TF.IDF.ICF observational term
weighting approach in which the inverse class frequency (ICF) is incorporated.
In the experiment, we investigate the effects of TF.IDF.ICF over the
Reuters—21578, 20 Newsgroups, and RCV1-vZ2 datasets as benchmark collections,
which provide positive discrimination on rare terms in the vector space and biased
against frequent terms in the text classification (TC) task. Therefore, we revised
the ICF function and implemented a new inverse class space density frequency
{(ICS8 F), and generated the TF.IDF.ICSS8F method that provides a positive
‘|discrimination on infrequent and frequent terms. We present detailed evaluation
of each category for the three datasets with term weighting approaches. The
experimental results show that the proposed class—indexing-based TF. IDF, ICS;F
term weighting approach is promising over the compared well-known baseline term
weighting approaches. In this approach we present a brief introduction of
building essential knowledge on class—indexing and state—-of-the—-art of
prototype class—-indexing systems. We therefore introduce of proposed
class—indexing based term weighting scheme with machine learning
technique which is used in to extract weight from data automatically.
A simple overview of the proposed class~indexing is incorporated with term index,

document index, and class index. Therefore the combination of term and document




index or the combination of term, document and class index, we can generate TF. IDF
TF. ICF, TF.IDF.ICF, TF.ICS&F, and TF.IDF.ICS6F +term weighting scheme
respectively.

Secondly, we implement a combined term weighting schemes which are integrated
with 10 different term weighting approaches and generate five (CTWS—-Sum,
CTWS—-Avg, CTWS-MR, CTWS-GA, and CTWS-FFNN) new weighting methods to enhance
automatic text classification. In the experiment, we investigate the effects of
five different methods on conventional approaches and previous proposed
approaches over the Reuters—21578, and 20 Newsgroups datasets, The experimental
results show that the proposed CTWS-Sum, considering a very simple method is
showing promising results on classification task.

Finally, we introduce a class-semantic—indexing, where semantic term weighting
scheme is another criterion of weighting a term. In this approach, we integrate
the dictionary based semantic indexing with corpus based class—indexing method.
Measuring the semantic indexing of concepts is an intriguing problem in Natural
Language Processing. Various approaches that attempt to approximate human
judgment of semantic indexing, have been tried by researchers. Semantic analysis
method utilizes lexical hierarchies in the language dictionary or co—occurrence
patterns of words in a large corpus of texts to decide the semantic similarity
or semantic association between unknown words., Therefore, A simple overview of
the proposed class—semantic—indexing is discussed in this work, where the
proposed class—-semantic—indexing is incorporated with term, and document and
class index with corpus—based and Wordnet-dictionary—-based combinational
approaches, The nodes of term, document and class index contain two fields: data
and link. While provide the dataset as an input to assign scores for lexical terns,
the data field of term index contains a term with two different weights. One is
statistical corpus based term weight and another is Wordnet dictionary based term
weight. To compute a certain term from a certain corpus from different hierarchy
that is discussed in this work, In the Wordnet dictionary based approach, first
we determine the top rank sense from a set of senses for a certain term. We
therefore, compute the weight for that sense through document and class index;
and combine the weight with class—indexing based term weight and get a new

class—semantic—weight for classification task.
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