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Automatic Face Recognition (AFR) aims at identifying different human beings according to
their face images. Such research has both significant theoretic values and wide potential
applications. As a scientific issue, AFR is a typical pattern analysis, understanding and
classification problem, related to Pattern Recognition, Computer Vision and Cognitive
Psychology etc. Its achievements would contribute to the development of these disciplines.

After more than 30 years’ development, AFR has made great progress especially in the past
ten years. The state-of-the-art AFR system can perform identification successfully under
well-controlled environment. However, a great number of challenges are to be solved before one
can implement a robust practical AFR application. The following key issues are especially
pivotal: (1) the accurate facial feature location problem; (2) efficient face representation and
corresponding classifier with high accuracy; (3) how to improve the robustness of AFR to
inevitable mis-alignment of the facial feature, In addition, system design is also as important for
developing robust and practical AFR systems. In this thesis, the above-mentioned key issues are
studied, aiming at practical automatic frontal face recognition (AFFR) system. And the main
contribution of this thesis includes:
1. A novel fast fractal image compression

A novel fast fractal image coding algorithm based on texture feature is proposed. The most
fractal image encoding time is spent on determining the approximate D-block from a large
D-blocks library by using the global searching method. Clustering the D-blocks library is an
effective method to reduce the encoding time, First, all the D-blocks are clustered into several
parts based on the new texture feature alpha derived from variation function; second, for each
R-block, the approximate D-blocks are searched for in the same part. In the search process, we
import control parameter §, this step avoids losing the most approximate D-block for each
R-block. Finally, the R-blocks whose least errors are larger than the threshold given in advance
are coded by the quad tree method. The experimental results show that the proposed algorithm
can be over 6 times faster compared to the moment-feature-based fractal image algorithm; in
addition, proposed algorithm also improves the quality of the decoded image as well increases
the PSNR’s average value by 2 dB.
2. Provided a thorough survey of the AFR history

The latest AFR survey was published in the year 2000, which in fact surveyed the AFR
researches before 1999. This thesis has provided a more recent overview of the AFR research
and development. Then, AFR methods are further categorized according to facial feature

extraction, face representation, and classification separately. We also survey the main public




face databases and performance evaluations protocols, based on which the state-of-the-arts of
AFR are summarized. Finally, the challenges and technical trends in AFR fields are discussed.
3. Proposed an eye location algorithm based on HSV color space and template matching

The quality of feature extraction will directly affect recognition results, Eyes are the one of
the most important organs of a face including a lot of useful features. Therefore, eye location
has become one of the most significant techniques in pattern recognition,

This thesis proposed an eye location method based on the HSV color space model using
template matching. At first, we describe an implementation for skin detection which relies on
the H channel to characterize the skin colors range, and determine the possible face region. Then
we manually extract an average eye template using the human eye’s sample images, and finally
in the face region, locate the eyes using this average template. As eye template matching, the
rectangular region of the eye which confirmed from the skin region is just searched. Compared
to other template matching methods that search for the human eye in whole face region, the
proposed method saves on the matching time by avoiding the impact of the mouth and nose in
the process of positioning. Undoubtedly, this method enhances the accuracy of eye detection,

4. Investigated the face detection methods, and proposed an improved training AdaBoost
algorithm for face detection

Face detection technology as an important part of face recognition has high research and
application value. In 2001 the AdaBoost algorithm was applied to face detection by Paul Viola
and Michael Jones. The AdaBoost is an algorithm for constructing a strong classifier as linear
combine of weak classifier trained by different training sets. The classifiers can be weak (i.e.,
display a substantiai error rate), but their performance is not random (resulting in an error rate
of 0.5 for binary classification), they will improve the final model.

In this section, an improved training algorithm for AdaBoost is proposed to bring down the
complexity of human face detection. Two methods are adopted to accelerate the training: (1) A
method to solve the parameters of a single weaker classifier is proposed, making the training
speed is higher than probability method; (2) a double threshold decision for a single weaker
classifier is introduced, and the number of weaker classifiers in the AdaBoost system is reduced.
Based on the simplified detector, both the training time and the detecting time could be reduced.
5. Primarily studied wavelet transform based feature extraction and Support vector

machines to face recognition problem; recognition rate is analyzed and evalunated

experimentally

The extracted features from human images by wavelet decomposition are less sensitive to
facial expression variation. As a classifier, SVM provides high generation performance without
transcendental knowledge. First, we detect the face region using an improved AdaBoost
algorithm. Second, we extract the appropriate features of the face by wavelet decomposition,
and compose the face feature vectors as input to SVM. Third, we train the SVM model by the
face feature vectors, and then use the trained SVM model to classify the human face. In the
training process, three different kernel functions are adopted: Radial basis function, Polynomial
and Linear kernel function, Finally, we present a face recognition system that can achieve high
recognition precision and fast recognition speed in practice. Experimental results indicate that
the proposed method can achieve recognition precision of 96.78 percent based on 96 persons in

Ren-FEdb database that is higher than other approaches.
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