We try to stabilize unstable periodic orbits embedded in a given chaotic hybrid dynamical system by a perturbation of a threshold value. In conventional chaos control methods, a control input is designed by state-feedback, which is proportional to the difference between the target orbit and the current state, and it is applied into a specific system parameter or the state as a small perturbation. During a transition state, the control system consumes a certain control energy given by integration of such perturbations. In our method, we change the threshold value dynamically to control the chaotic orbit. Unlike the OGY method and the delayed feedback control, no actual control input is added into the system. The state-feedback is utilized only to determine the dynamic threshold value, thus the orbit starting from the current threshold value reaches the next controlled threshold value without any control energy. We obtain the variation of the threshold value from the composite Poincaré map, and the controller is designed by the linear feedback theory with this variation. We demonstrate this method in simple hybrid chaotic systems and show its control performances with evaluating basins of attraction.
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### 1. Introduction

Chaotic phenomena are observed in various deterministic dynamical systems including nonlinear electric circuits. They are characterized by the sensitivity to small perturbations, and also by their complex orbit structure. It has been mathematically confirmed that an infinitely number of unstable periodic orbits (UPOs) are embedded in a chaotic attractor [Auerbach et al., 1987]. An epoch-making control method called the Ott-Grebogi-Yorke (OGY) method was developed in 1990 [Ott et al., 1990]. The control scheme pushes the orbit near the stable manifold of the target UPO with very small parameter perturbations. If it fails, one can expect another chance in near future because of the recurrent property of the chaos, i.e., the uncontrol orbit will comes close to the target UPO again. Therefore, it is possible to stabilize the target UPO with reasonably small control input, which is related to the distance between the current state and the UPO. Other methods to control chaos exist, including delayed feedback control [Pyragas, 2006] and its extension [Perc & Marhl, 2004, 2006], external force control [Pyragas, 1992], occasional proportional feedback [Roy et al., 1992], and so on [Starrett, 2003; Myneni et al., 1999; Rajasekar & Lakshmanan, 1993; Zambrano & Sanjuán, 2009; Sabuco et al., 2010]. The controlling chaos utilizing the pole assignment method has also been proposed [Romeiras et al., 1992]. Further an open loop controlling method has been investigated [Rajasekar, 1993]. Thanks to the Poincaré mapping a UPO in a continuous-time system can be expressed as an unstable periodic point (UPP) in the corresponding discrete-time system [Ueta & Kawakami, 1995]. To stabilize UPPs, therefore, the feedback gain of the controller can be designed with assigned poles regarding the characteristic equation for the variational equation [Ueta & Kawakami, 1995; Kousaka et al., 2002]. Extensions of the methods are applied to chaotic hybrid systems [Kousaka et al., 2006]. In these conventional methods, the amplitude of the control input is basically proportional to the error between the current state of the orbit and the UPP. Since the recurrence property of chaotic dynamics guarantees that the orbit will come close to the UPP in future, the control input can be small at this opportunity. However, in the previous study, the control input is added to the state or parameters of the system. Thus the controller must change them, which may be difficult to be changed in some of systems; e.g., in electrical circuits, the controller has to change the capacitor voltage, registers, and so on.

While, hybrid systems has been intensively studied for a decade [Leine & Nijmeijer, 2004]. In those systems, a flow described by a differential equation is interrupted by the discrete events, and then an impulsive jumping or a switching of the governing differential equation happens. Thus the flow may changes non-smoothly, and it may cause bifurcations [Bernardo et al., 2008]; e.g., in chaotic spiking oscillators [Inagaki & Saito, 2008], a state-dependent switching generates two different flows. The authors show that a bifurcation phenomena and a chaotic response are guaranteed theoretically. In general, the switching mechanism is not explicitly described in the differential equations, but it affects certainly behavior of the system [Ito et al., 2010; Kousaka et al., 1999]. In electric circuits, a variable threshold is realized by an analog switch (multiplexer); therefore, to choose the threshold value as a control input is reasonable.

For a specific hybrid system, the controlling chaos based on the linear control theory can be realized by applying the Poincaré section on the border [Kousaka et al., 2006]. UPPs in the derived discrete-time system are controlled with the same framework of the conventional control method, i.e., the control input is added into a system parameter or the state as a small perturbation successively. As far as the authors know, a threshold value in the given hybrid system is not used as the control parameter because dynamical affection with perturbed threshold value has not been evaluated yet. In the previous study [Ito et al., 2010] we clarified the derivatives and variational equations of the given hybrid systems about threshold values. Thereby we apply these results to controlling chaos; namely, we try to design theoretically a control scheme with variations of threshold values in this paper.

Our purpose is to stabilize a UPO embedded within a chaotic attractor in a hybrid systems by varying their threshold value. The control system compares the current state variable with the threshold value, and updates the threshold value instantly and slightly. The orbit starting from the current Poincaré section (the threshold value) does not receive any control until it reaches the next section. Although K. Murali, et al. [Murali & Sinha, 2003] have proposed a chaos controller by featuring the perturbation of attached threshold values, the objective system is not a hybrid system and the proposed controller stabilizes UPOs
by clipping the voltage of a system with a simple circuit. Parameter values of the controller are provided by trial and error. In our method, the control vector is computed systematically by applying the linear control theory. We demonstrate control results of a 1D switching chaotic system and a 2D chaotic neuron, and evaluate its control performances of the controller by specifying basins of attraction. Moreover, a laboratory experiment is given for the former system.

2. Controller with perturbation of the threshold

Let us consider the \( n \)-dimensional and \( m \)-tuple differential equations described by

\[
\frac{dx}{dt} = f_i(x), \quad i = 0, 1, \ldots, m - 1, \tag{1}
\]

where \( t \in \mathbb{R} \) is time, \( x \in \mathbb{R}^n \) is the state and \( f_i : \mathbb{R}^n \rightarrow \mathbb{R}^n \) is a \( C^\infty \) class function.

Suppose that \( \Pi_i \) is a transversal section to the orbit and put \( x_0 = x(0) \in \Pi_0 \), then the solution of Eq. (1) is given by

\[
x(t) = \varphi(x_0, t). \tag{2}
\]

Now we provide \( i \) with a threshold value as follows:

\[
i = \{ x \in \mathbb{R}^n | q_i(x, \theta_i) = 0 \}, \tag{3}
\]

where \( q_i \) is a differentiable scalar function, and \( \theta_i \) is a unique parameter that defines the position of \( \Pi_i \). Note that \( \Pi_i \) becomes also a local section, and \( \theta_i \) is independent from the vector field in Eq. (1). When an orbit governed by \( f_i \) reaches the section \( \Pi_i \), the governing function is changed to \( f_{i+1} \). If the orbit passing through several sections reaches \( \Pi_0 \) again, then \( m \) local maps are defined as follows:

\[
T_0 : \Pi_0 \rightarrow \Pi_1, \\
x_0 \mapsto x_1 = \varphi_0(x_0, \tau_0), \\
T_1 : \Pi_1 \rightarrow \Pi_2, \\
x_1 \mapsto x_2 = \varphi_1(x_1, \tau_1), \\
\vdots \\
T_{m-1} : \Pi_{m-1} \rightarrow \Pi_0, \\
x_{m-1} \mapsto x_0 = \varphi_{m-1}(x_{m-1}, \tau_{m-1}), \tag{4}
\]

where \( \tau_i \) is the passage time from \( \Pi_i \) to \( \Pi_{i+1} \), and depends on the state \( x_i \) and the parameter \( \theta_{i+1} \) of the local section \( \Pi_{i+1} \). Assume that \( y(k) \in \Sigma \subset \mathbb{R}^{n-1} \) is a location on local coordinates, then there is the projection satisfying \( \eta(x(k)) = y(k) \). Let the composite map of \( T_i, \ i = 0, 1, \ldots, m - 1 \) be the solution starting in \( \eta^{-1}(y(0)) = x(0) \in \Pi_0 \). From Eq. (4), the Poincaré map \( T \) is given by the following composite map:

\[
T(y(k), \theta_0, \theta_1, \ldots, \theta_{m-1}) = \eta \circ T_{m-1} \circ \cdots \circ T_1 \circ T_0 \circ \eta^{-1}. \tag{5}
\]

Thus

\[
y(k + 1) = T(y(k), \theta_0, \theta_1, \ldots, \theta_{m-1}). \tag{6}
\]

When the orbit starting from \( x_0 \in \Pi_0 \) returns \( x_0 \) itself, this orbit forms a periodic orbit and it is defined as the fixed point by using the Poincaré map \( T \) as follows:

\[
y_0 = T(y_0, \theta_0, \ldots, \theta_{m-1}). \tag{7}
\]

The corresponding characteristic equation is given by

\[
\chi(\mu) = \det \left( \frac{\partial T(y_0)}{\partial y_0} - \mu I \right) = 0. \tag{8}
\]
To apply the pole assignment method, the derivatives of the Poincaré map are required to compute a control gain [Ott et al., 1990]. The equations in (4) are, in fact, differentiable with respect to the state, thus each derivative is given as follows:

$$\frac{\partial T}{\partial x} = \left[ I - \frac{1}{\partial q_{i+1} \partial \varphi_i} \right] \frac{\partial q_{i+1} \partial \varphi_i}{\partial \theta_{i+1}} \partial \phi_i,$$

$$\frac{\partial T}{\partial y_0} = \frac{\partial \eta}{\partial x} \left( \prod_{i=1}^{m} \frac{\partial T_{m-i}}{\partial x_{m-i}} \right) \frac{\partial \eta^{-1}}{\partial y},$$

$$\frac{\partial T_{j-1}}{\partial \theta_j} = -\frac{1}{\partial q_j \partial \varphi_j} \frac{\partial q_j \partial \varphi_{j-1}}{\partial \theta_j} \partial \phi_j,$$

$$\frac{\partial T}{\partial \theta_j} = \frac{\partial \eta}{\partial x} \prod_{i=1}^{m-j} \frac{\partial T_{m-i}}{\partial x_{m-i}} \frac{\partial T_{j-1}}{\partial \theta_j}.$$

We can suppose here that $(\partial q_{i+1} / \partial x) \times (\partial \varphi_i / \partial t)$ and $(\partial q_j / \partial x) \times (\partial \varphi_{j-1} / \partial t)$ are non-zero values unless the orbit and sections are crossed tangentially.

Suppose that $\xi(k)$ is a small perturbation and $u(k)$ is intended to be a control input defined later. When the parameter $\theta_j$ is chosen as a controlling parameter, the variational equations around the fixed point are expressed as

$$y(k) = y^* + \xi(k), \quad \theta_j(k) = \theta_j + u(k).$$

After one iteration of $T$, we have

$$y(k + 1) = T(y^* + \xi(k), \theta_j + u(k)) \approx y^* + \frac{\partial T}{\partial y^*} \xi(k) + \frac{\partial T}{\partial \theta_j} u(k).$$

Therefore we obtain the difference equation defined by the derivative of $T$ as follows:

$$\xi(k + 1) = D_y^* \xi(k) + D_{\theta_j} u(k),$$

where $D_y^* = \partial T / \partial y^*$ and $D_{\theta_j} = \partial T / \partial \theta_j$. Note that Eq. (15) holds when the state $y(k)$ is located to be adjacent to the fixed point $y^*$.

To stabilize $\xi(k)$ at the origin, a state feedback control is designed as follows [Ueta & Kawakami, 1995]:

$$u(k) = C^T \xi(k),$$

where $T$ is a transpose and $C$ is an appropriate $n - 1$ dimensional vector designed by the pole assignment method. Thus we have

$$\xi(k + 1) = [D_y^* + D_{\theta_j} C^T] \xi(k).$$

The corresponding characteristic equation is given by

$$\chi(\mu) = \det(D_y^* + D_{\theta_j} C^T - \mu I) = 0.$$}

The stability condition at the origin is $|\mu_i| < 1$, $i = 1, 2, \ldots, n - 1$.

In the conventional chaos control methods, a control input is applied into the specific system parameter as a small perturbation. During a transition state, the control system consumes a certain control energy given by integration of such perturbations. Thus $\epsilon = \int_0^\infty ||u(t)|| dt$ is regarded as the controlling energy. In our method, the control input $u(k)$ is added into $\theta_j$; see Eq. (13). Figure 1 depicts a schematic diagram of the method. The location of the section $\Pi_0$ defined by $\theta_0$ is shifted by $u(k)$ instantly when the orbit $\varphi_0(t, x_0)$ departs from $\Pi_0$. No actual control input is added into the system. The state-feedback is utilized only to determine the dynamic threshold value, thus the orbit starting from the current threshold value reaches the next controlled threshold value without any control energy.
3. A simple chaotic system

Let us consider a simple interrupt chaotic system [Kousaka et al., 2001] shown in Fig. 2 as an example. The switch is flipped by a certain rule depending on the state and the period. Assume that $v$ is the state variable, and then the normalized equation is given as follows:

$$
\dot{v} = -v + E, \\
\text{if } t = n \cdot \rho \text{ then } E \leftarrow E_1, \quad \text{if } v > E_r \text{ then } E \leftarrow 0, n \in \mathbb{N}^0,
$$

where $E_1$ and $E_r$ are a direct current bias and a switching threshold value, respectively. $\rho$ is the period of the clock pulse input. Figure 3 illustrates the behavior of the dynamics. If the Poincaré section is defined as $\Pi = \{v \in \mathbb{R}; t = n\rho\}$, trajectories stroke two types of solutions (Fig. 4), and they can be solved exactly,
Fig. 3. The switching behavior. When the capacitor voltage reaches to the threshold value $E_r$, the switch is flipped to the position B. If the time $t$ is $\rho$, the switch is flipped to the position A.

Fig. 4. The sketch of a simple chaotic interrupt system. There are two types of trajectories depending on the initial value $v'(k)$. If $v'(k)$ is less than $d$, the trajectory reaches $v'(k+1)$ without interruption. Otherwise, the trajectory reaches the threshold value $E_r$, and $E$ is changed to zero.

see, [Kousaka et al., 2000]. Therefore the system can be discretized by the Poincaré section, and redefined as follows:

$$v'(k+1) = g(v'(k)) = \begin{cases} (v'(k) - E_1)e^{-\rho} + E_1, & (v'(k) < d), \\ E_r \frac{v'(k) - E_1}{E_r - E_1} e^{-\rho}, & (v'(k) \geq d), \end{cases}$$

(20)

$$d = (E_r - E_1)e^\rho + E_1.$$ (21)

Note that $v'(k) = v(k\rho)$. The solution $\psi$ is defined by Eq. (22):

$$\psi(v'(0), k) = v'(k), \ \psi(v'(0), 0) = v'(0) = v(0).$$ (22)

A chaotic attractor and three UPOs with parameters $E_1 = 3$, $E_r = 2.5$ and $\rho = 0.606$ are shown in Fig. 5. Table 1 lists the periods, states and multipliers of each UPO. Each orbit is confirmed to be a UPO.

From Eqs. (17) and (18), the control gain is given as follows:

$$C = \frac{q - D_{v^*}}{D_{E_r}},$$ (23)

where $D_{v^*} = \partial T/\partial v^*$ and $D_{E_r} = \partial T/\partial E_r$ are derivatives of $T$, and can be calculated by Eqs. (24) and (25).

$$\frac{\partial T}{\partial v^*} = \frac{\partial g}{\partial v^*} (v^*, p), \quad \frac{\partial T}{\partial E} (v^*, k) = \frac{\partial g}{\partial v^*} \frac{\partial \psi}{\partial v^*} (v^*, k), \quad \frac{\partial \psi}{\partial v^*} (v^*, 0) = 1,$$ (24)

$$\frac{\partial T}{\partial E_r} = \frac{\partial g}{\partial E_r} (v^*, p), \quad \frac{\partial \psi}{\partial E_r} (v^*, k) = \frac{\partial g}{\partial v^*} \frac{\partial \psi}{\partial v^*} (v^*, k) + \frac{\partial g}{\partial E_r} \frac{\partial \psi}{\partial E_r} (v^*, 0) = 0.$$ (25)
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Fig. 5. Trajectories of a chaotic attractor and UPOs embedded into the chaos.

Table 1. Periods, states and multipliers of UPOs in Fig. 5.

<table>
<thead>
<tr>
<th>attractor</th>
<th>period</th>
<th>( v^* )</th>
<th>( \mu )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(b) UPO_1</td>
<td>1</td>
<td>2.195202</td>
<td>-2.727643125796</td>
</tr>
<tr>
<td>(c) UPO_2</td>
<td>2</td>
<td>1.794216</td>
<td>-1.488007404341</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2.34221</td>
</tr>
<tr>
<td>(d) UPO_4</td>
<td>4</td>
<td>1.580281</td>
<td>-11.070830176867</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2.225503</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2.112552</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2.420642</td>
</tr>
</tbody>
</table>

where the symbol \( p \in \mathbb{N}^+ \) is the period of the target trajectory, and \( q \) is a desirable pole for the controlling, and \( |q| < 1 \) is required for stabilization. When the clock pulse is input at \( t = k\rho \), \( u(t) \) is generated as \( C(v^* - v'(k)) \) from Eq. (16), and it is added to the switching threshold \( E_r \). Figure 6 shows the behavior of \( u(t) \) and the system. When \( u(t) \) is applied to the system, the threshold value is changed, and the behavior of the system is controlled.

![Fig. 6. Controller affects the switching threshold \( E_r \), thus the control input \( u(t) \) biases \( E_r \). By doing this, the controller can control the trajectory without any effect on the dynamical equations and vector fields.](image)

3.1. Numerical simulation

We show some results of the chaos control by referring to Fig. 7, where each graph shows a transition response of the orbit and the threshold value. From this figure, we confirm that each UPO is controlled to
achieve a stable periodic orbit by several renewals of \( u(t) \). The UPO\(_4\) in Fig. 7 (c) has a longer renewal span than other UPOs because a renewal span depends on the period of the target UPO.

![Graphs showing transition responses of controlled UPOs and threshold values.](image)

**Fig. 7.** Transition responses of controlled UPOs and the threshold values. (a) Period-1, (b) period-2 and (c) period-4 solutions shown in Tab. 1 are stabilized. Note that \( u(t) \) does not affect the state and vector fields directly.

Figure 8 shows basins of attraction of UPOs with our controller in the \( q-v(0) \) plane. White pixels in the figure indicate the initial values in which the UPO could be stabilized, and black pixels indicate failure of the controlling. This shows that all UPOs could be stabilized easily with relatively small initial values. Additionally, UPOs can also be stabilized at a negative initial value. However, in larger initial values, the UPO\(_4\) could not be controlled. The pole assignment method renews the control signal on a periodic basis only. Therefore, this technique is less effective for long-period UPOs such as the UPO\(_4\).

Figure 5 (a) reveals that the chaotic attractor wanders within \( 1.3 < v(t) < 2.5 \). The basin of attraction in this range is shown by white pixels in Fig. 8. Thus the UPO\(_1\) and the UPO\(_2\) are stabilized robustly. The threshold control performs well for this simple chaotic system.

### 3.2. Circuit implementation

Owing to the sample holder synchronized with a clock pulse, our controller is very easy to implement, thus we show the circuit implementation and experimental results.

Figure 9 shows the circuit diagram of the system and the controller. The subtractor and the inverter 1 generate \( u(t) \), and the adder and the inverter 2 add the control input to the switching threshold. The
switching threshold generated by this controller is applied to the system as a perturbation of the reference value $E_r$. We use ICs TC4053BP and LM325M as the logic switch and the comparator in this experiment.

Figure 10 shows a transition response of the circuit experiment. In these figures, the top, 2nd, 3rd and bottom time series show the clock pulse input, the timing of the renewal of the control signal, the voltage of the capacitor as the orbit $v$ and the control signal, respectively. It is confirmed that control inputs converged to zero, and orbits are certainly stabilized at UPOs.

Fig. 9. Circuit diagram of a simple chaotic system and the proposed controller. The controller is composed of four parts. The variable resistance defines the controlling gain, and the voltage source is the target voltage $v^*$. 

4. Izhikevich model

Let us consider the Izhikevich model [Izhikevich, 2003] as the second example. As is well known that this model is two dimensional, and behaves chaotically in certain parameter setting [Tamura et al., 2009]. The equations are given as follows:

$$\dot{v}(t) = \left( \begin{array}{c} 0.04v + 5v + 140 - w + I \\ a(bv-w) \end{array} \right),$$

if $v = \theta$, then $v \leftarrow c, \ w \leftarrow w + d, \quad (26)$
where $\mathbf{v} = (v, w)$ is the state, and $I$, $a$, $b$, $c$, $d$ and $\theta$ are parameters. Especially, $c$ and $d$ show the jumping dynamics, and $\theta$ defines the threshold value of the jumping. Figure 11 illustrates the behavior of the dynamics.

![Diagram](image_url)

**Fig. 11.** The sketch of the typical behavior of the Izhikevich model. If the state $\mathbf{v}(t)$ reaches the threshold value $\theta$, the state $\mathbf{v}(t) = (\theta, w(t))$ jumps to $\mathbf{v}(t) = (c, w(t) + d)$.

A chaotic attractor and three UPOs that are involved in it with parameters $a = 0.2$, $b = 2$, $c = -56$, $d = -16$, $I = -99$ and $\theta = 30$ are shown in Fig. 12. Table 2 lists the periods, states and multipliers of several UPOs. Each orbit is confirmed to be a UPO.

**Table 2.** Periods, states and multipliers of UPOs in Fig. 12.

<table>
<thead>
<tr>
<th>attractor</th>
<th>period</th>
<th>$w^<em>$ ($v^</em> = c = 56$)</th>
<th>$\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>UPO₁</td>
<td>1</td>
<td>-111.734371227672</td>
<td>-2.192843924301</td>
</tr>
<tr>
<td>UPO₂</td>
<td>2</td>
<td>-114.280257572631</td>
<td>-9.910331534347</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-109.950121533113</td>
<td></td>
</tr>
<tr>
<td>UPO₃</td>
<td>3</td>
<td>-114.603487249294</td>
<td>+25.322864600880</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-112.427919143969</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-109.602553091223</td>
<td></td>
</tr>
</tbody>
</table>
4.1. Controller

The stabilizing control is applied to UPOs in Table 2. The Poincaré section is defined as: \( \Pi = \{ x \in \mathbb{R}^2 | q(x) = v - \theta = 0 \} \).

From Eqs. (17) and (18), the control gain is computed as follows:

\[
C = \frac{q - D_w^*}{D_\theta},
\]

where \( D_w^* = \partial T/\partial w^* \) and \( D_\theta = \partial T/\partial \theta \). The derivative of the Poincaré map by the threshold value \( \theta \) are obtained by Eqs. (9)–(12). Now \( q \) is a desirable pole for the controller, and \( |q| < 1 \) is required for stabilization. The control input \( u(k) \) is generated by the gain \( C \in \mathbb{R} \) and the state \( v(t) \) as \( C(w^* - w(\tau)) \) from Eq. (16). It is renewed after the jumping dynamics, and added to the threshold value \( \theta \) as a perturbation.

Since \( \theta \) is only referred as the threshold value of the jumping dynamics, \( u(k) \) does not affect the dynamical equations during the transition state.

4.2. Numerical simulation

We show some results of the chaos control in Fig. 13, where each diagram shows a transition response of the orbit and the threshold value with the controlling signal. From these figures, we confirmed that each UPO has been controlled to achieve a stable periodic orbit by several renewals of \( u(t) \). To prevent generating big amplitude of the control, a limiter is provided in the controller. The condition is given as follows:

\[
\text{if } |u(t)| \geq 20 \text{ then } u(t) \leftarrow 0.
\]
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Fig. 13. Transition responses of controlled UPOs and the threshold values. (a) Period-1, (b) period-2 and (c) period-3 solutions shown in Table 2 are stabilized, and the final threshold value is 30[mV]. Note that $u(t)$ is not applied to the system as a continuous input, but only updates the threshold value.

Figure 12 reveals that the chaotic attractor wanders within $-125 < w < -100$ on the Poincaré section. The basin of attraction in this range is shown by the white regions in Fig. 14. Thus UPOs are stabilized robustly, and the threshold control for the piecewise nonlinear system performs well.

5. Conclusion
We have proposed a control method for UPOs embedded in hybrid chaotic systems by variable threshold values. First, we have explained how to design the controlling gain of assigning poles with the perturbation of a switching threshold. The pole assignment method requires the derivatives of the Poincaré map about threshold values, for which we have proposed the technique to calculate. We have also demonstrated the design of a controller and numerical simulations of the controlling for a 1D switching chaotic system and a 2D chaotic neuron model. Some simulation results indicate that our controller stabilizes object UPOs well. Additionally, we have implemented our controller in a real circuit and presented experimental results.
Fig. 14. Basins of attraction resulting from a control experiment. (White: stabilizable regions and black: unstabilizable regions.) The horizontal and vertical axes are the parameter $q$ of the controller and the initial state of the system, respectively.

From them, it is confirmed that our controller can be implemented in a real circuit, and also well performed without technical difficulties.

For modeling biological and medical systems, the hybrid dynamical systems are widely used [Aihara & Suzuki, 2010]. For example, Akakura et al. [Akakura et al., 1993] reported that the intermittent hormone therapy can be effective in the treatment of prostate cancer. This therapy switches the treatment of hormone therapy on and off based on the observation of the serum prostate-specific antigen (PSA) level. Therefore, the therapy can be represented as a hybrid dynamical system, and some PSA levels are defined as the switching threshold values. The mathematical modeling of the intermittent hormone therapy has been investigated intensively [Tanaka et al., 2010; Hirata et al., 2010]. Since our method is available for general piecewise nonlinear systems and the threshold perturbation seems to be related to the intermittent hormone therapy, it is worth investigating a possibility whether our method is applicable for the prostate cancer treatment or not.
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