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Abstract

Short text is often used in the QA system, and the processing method of short text

has an important influence on the performance of the QA system. This thesis deals with

short text information from three aspects: semantic, knowledge and emotion. Details are:

[1] Because of the uncertainty of both the language representation and the knowledge

representation, the current methods for short text processing are not very effective. To

solve the uncertainty of knowledge representation, a rough set knowledge discovery method

for Chinese short text QA system is proposed. It uses the method of rough set equivalence

partitioning to represent the rough set knowledge of the QA pairs, then uses the idea

of attribute reduction to mine out the upper approximation representations of all the

knowledge items. Based on the rough set QA knowledgebase, the knowledge match value of

a QA pair can be calculated as a kind of knowledge item similarity. After all the knowledge

similarities of one question and its answer candidates are given, the final matching values

which combine rough set knowledge similarity with traditional sentence similarity can be

used to rank the answer candidates. The experiment shows that the proposed method can

improve the MAP and MRR compared with the baseline information retrieval methods.

[2] A novel method for Short Text Information Retrieval based Chinese Question An-

swering is proposed. It is developed from the Discernibility Matrix based Rules Acquisition

method. Based on the acquired rules, the matching patterns of the training QA pairs can

be represented by the reduced attribute words, and the words can also be represented by

the QA patterns. Then the attribute words in the test QA pairs can be used to calcu-

late the matching scores. The experimental results show that the proposed representation

method of QA patterns has good flexibility to deal with the uncertainty caused by the Chi-

nese word segmentation, and the proposed method has good performance at both MAP

and MRR on the test data.

[3] The accurate extraction of knowledge subject is not only one of the important

processes affecting the matching accuracy of the QA system based on the knowledge base,

but also one of the important processes of knowledge subject positioning based on the

knowledge map. A sequence labeling method for knowledge subject analysis for short text



KBQA is proposed. From the perspective of rough set model and rough set attribute

importance, combined with the existing named entity recognition and syntactic subject

analysis, the sequence labeling method is used to optimize the sequence labeling results

for knowledge subject extraction, and thus improve knowledge subject analysis ability of

the overall system. The experiment results verify the validity of the method.

[4] In short text KBQA system, the performance of knowledge predicate analysis can

affect the overall matching result of knowledge triple. The knowledge predicate analysis

of Chinese short text question is difficult because of the uncertainty of Chinese knowledge

predicate representation. Based on the rough set theory, a new definition of knowledge

predicate analysis of KBQA system was given, and a new method was proposed to analyze

the knowledge predicate of the question. It can reduce the words which are weakly related

with the knowledge predicate, and then the words which are more related with knowledge

predicate representation will be used to match the knowledge triples to improve the overall

performance of the system. The experiment results verify the validity of the method.

[5] A sentence-level sentiment analysis method is proposed to deal with sentiment

measurement and classification problems. It is developed from a model called Synthetic

and Computational Language Model(SCLM), which represents modifying and modified

information respectively using matrices and vectors. In the proposed method, a global

modifying matrix of a sentence is constructed and determinant value of this matrix is

calculated and adjusted, and then the final value is used as the sentiment value of the sen-

tence. The regression experiment shows that the deviation between the output sentiment

and target sentiment does not exceed a class distance of 5-classes. The classification exper-

iment shows that the proposed method has improved most of the performance compared

to the simplified SCLM.



Chapter 1

Introduction

Short text applications are mainly concentrated in the fields of instant messaging, social

networking service, and question answering system(QA system). Among them, QA system

is a hot topic in the field of NLP research. In recent years, research and development

related to dialogue systems have received increasing attention from major IT companies

and research institutions. In various fields such as customer service, medical assistance,

and life entertainment, some companies and organizations have begun to try to put the

corresponding products into application. Based on huge data storage capabilities and fast

computing power, these products are often able to perform tasks or services better than

humans, or provide diverse entertainment content for humans. Compared to long texts

used in news or documents, short texts have more flexible language expressions and more

uncertainty, so there are many difficulties in dealing with them.

In the dialogue system or QA system, the uncertainty and handling difficulties of short

texts are mainly reflected in three aspects, semantic, knowledge, and sentiment. Semantics

is the basic element that constitutes a question and a sentence. The QA knowledge is the

semantic and logical relationship between the question and the answer. The emotion is a

supplement to the dialogue semantics. Therefore, in this thesis the study of short texts in

QA system starts from these three perspectives.

The content of this thesis is arranged as follows：chapter 1 ( this chapter) is the

introduction of the full theis and will introduce some background and recent related works,

chapter 2 and chapter 3 is about semantic and knowledge processing of Chinese short

text of Document based Question Answering System（DBQA), chapter 4 and chapter 5

1
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is about semantic and knowledge processing of Chinese short text of Knowledge based

Question Answering System(KBQA), chapter 6 is about sentiment analysis of short text,

and chapter 7 is the conclusion and future work.

1.1 Background

QA system is a system in which human users interact with computers through natural

language as the ultimate goal, and the earliest well-known QA system was considered

to be the Eliza QA robot [1] developed by MIT in 1966. Eliza can extract keywords

from the text input by the user, and trigger the associated alternative reply statement

according to the keywords and return the alternative sentence as answers[2]. Eliza’s initial

research goal was to use psychosocial therapy, after the advent of Eliza, researchers began

experimenting with the extension of QA system technology to a wider range of medical or

hospital-assisted areas during the 1970s and 1980s. For example, HHospital QA system

can provide a simple initial health inquiry service, or a case inquiry service for doctors, or

a corresponding dispensing program for some symptoms [3].

Later, when some researchers used the text QA system as the research object, an-

other part of the researchers began to study the auxiliary procedures that can assist the

deaf or person with physical impairment. In the late 1980s, the program framework of

some research results began to consider components such as speech recognition, knowledge

base construction, information retrieval(IR) , text generation, etc. It can be treated as a

prototype framework for the speech QA system.

After the 1990s, the QA system began to gradually transition from an information

retrieval framework to a complex system framework based on semantic understanding,

knowledge understanding and model-based learning in order to accommodate higher ap-

plication requirements. For example, the QA system introduced in the reference [4] greatly

improves the matching accuracy of the results obtained by question retrieval by using the

semantic knowledge base Wordnet[5]. In addition, machine learning (Machine Learning)

and Neural Networking (Neural Networking, NN) has also begun to be used in research

to improve the performance of QA systems [6, 7].

After entering the 20th century, Dialogue Management technologies has begun to re-
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ceive attention [8]. And also, with the support of Internet technology, the related research

on the open domain QA system has been launched [9]. In this period, statistical models

have also been used in the QA system research [10]. The evaluation criteria and indicators

of QA system are also gradually formed [11].

In recent years, along with Natural Language Processing (Natural Language Process-

ing, NLP)[12], Big Data Mining (Big Data) Mining)[13], cloud computing (Cloud Com-

puting) [14] and deep learning (Deep Learning) [15] and other major technological, the

QA system technology has also made corresponding breakthroughs. First of all, the de-

velopment of the corresponding theory and technology solves a large number of NLP

problems in QA systems, and also provides the original data source for system application

development and knowledge base construction. Secondly, the performance improvement

of hardware and algorithms makes massive data processing become possible, with the in-

formation retrieval technology, the limitations of the knowledge domain of a QA system

have been broken. The QA system is no longer limited to the previous single-inquiry ser-

vice application, but has been developed for multi-domain, large-scale data or knowledge

understanding ability.

QA system framework is mainly based on semantic analysis, affective computing, con-

text understanding, dialogue management, topic extraction, hierarchical or granular clas-

sification or clustering, information retrieval, and natural language generation, etc.. Many

famous toolkits such as Stanford CoreNLP toolkit [16] and OpenNLP toolkit [17] have

been developed to deal with basic NLP task such as sentence breaks, vocabulary or fixed

phrase segmentation, stem extraction, POS (the Part-of-Speech) annotation, named entity

recognition(NER), syntax and dependency analysis and simple sentiment analysis.

After obtaining the basic language information based on the existing tools, the model

and the algorithm can be used to obtain the information of different granularities con-

tained in the language, including semantics, topics, opinions, emotions and so on. The

system then needs to combine the knowledge base and database information to retrieve

the information that needs to be returned. The information that needs to be returned

can be the result directly returned to the user, or it can be the part contained in the

information that returns the result. Therefore QA system is inseparable from the infor-

mation retrieval module and the knowledge database. There has been a lot of open source
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information retrieval framework [18], such as Lucene[19], Indri[20], etc., and also the open

source knowledge database such like Freebase[21] and DBpedia[22] .

In addition to the corresponding theoretical and technical support, the training and

construction of the QA system require a large amount of corpus data support. At present,

the open source corpus resources for QA system are relatively scarce. Most of the research

is based on the corpus generated in the interaction process of short text social networks

such as Weibo and Twitter. UbuntuChatRoom Corpus[23] and MPC corpus[24] are two

opensource English QA corpus. The content of Ubuntu ChatRoom Corpus is mainly gen-

erated by the Ubuntu system users, and the content is about the multi-person discussion on

the existing problems during using Ubuntu. The content of the MPC corpus mainly comes

from social networking, so its topic category is wider than the UbuntuChatRoom corpus.

There are also QA corpora published in international conferences or evaluation competi-

tions, such as TREC QA Track[25] and NTCIR QALab[26]. In China, the NLPCC has

started the open domain Chinese QA system evaluation competition since 2015[27] . SMP

has started the human-machine dialogue system evaluation competition since 2017[28] .

Many research institutions have open-sourced QA system framework based on IR tech-

nology such as AliceRobot[29], OpenEphyra[30], ChatterBot[31] . AliceRobot is based on

the development of Eliza, the main principle is still simple based on retrieval and result

matching; OpenEphyra is relatively complex compared to Alice and Eliza, which combines

NLP, knowledge base retrieval and other modules; ChatterBot is a framework developed

by Python language and can be combined with Python’s extensive toolkit. However, there

is still a lack of open source framework based on natural language generation technology.

From a technical point of view, the QA system is mainly divided into two categories:

one is Document Based Question Answering System( DBQA System), also known as the

Text QA System; the other is Knowledge based Question Answering System(KBQA)[32].

DBQA, that is, if a candidate answer sentence has been given, one or more candidate

sentences for the best matching question are returned for the input question. Figure 1.1

shows an example of DBQA:



1.1. BACKGROUND 5

Apple’s boss
is Jobs.

Apple’s main
products are
iPhone, iPad
and so on.

Apple’s
headquarters

is in the
United States.

...
Apple has been

the world’s
largest company
by market for
three consec-
utive years.

...
Tokushima
City is very

close to Osaka.

document database

Where is
Apple’s

headquarters?

ques

Matching Analysis

Apple’s
headquarters

is in the
United
States.

Best Matched

ans

Non-best Matched

Poorly Matched

Figure 1.1: document based question answering system

KBQA, that is, there are no candidate answers, directly constructs the answer and

returns based on the knowledgebase. Figure 1.2 shows an example of KBQA.
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Apple Com-
pany |||

founder ||| Jobs
Apple Company

||| Official
website |||

www.apple.com
Apple company

||| head-
quater ||| the
United States

...
Apple company

||| Business
scope |||

electronic
product

...
Detective Conan

||| language
||| Japanese

(subj ||| pred ||| obj)
knowledgebase

Where is
Apple’s

headquarters?

ques

Matching Analysis

the United
StatesBest Matched

ans

Non-best Matched

Poorly Matched

Figure 1.2: knowledge based question answering system

DBQA is more widely used, but KBQA is a research hotspot in recent years. The

research content mainly focuses on knowledge representation, automatic construction of

knowledge graph or knowledge bases, question information extraction, answer rankings,

etc.

From the perspective of the corpus, the QA system can be divided into two categories:

one is Open Domain QA System[33], and the other is Domain Specific QA System( also

called by Restricted Domain QA System[34]). Open domain QA system can provide users

common-sense answers from the unlimited field; Domain-Specific QA system is often used

in a certain field with deep knowledge area. The open domain QA system is aimed at a

wider user base, but it often requires a large knowledge base and technical support of the

knowledgebase, and must deal with user problems in different language styles of spoken

language. Domain Specific QA System aims at deep knowledge solutions for users in the
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specific domain. Therefore, both QA systems have their own advantages and are widely

used.

English QA technology started earlier and the corpus resources were richer. In contrast,

Chinese QA technology started late, and due to Chinese language characteristics, open

resources and research results are relatively few. The Chinese question answering system

still has a lot of research worth studying. First of all, both English and Chinese face

the problem of uncertainty in natural language. The language uncertainty under the QA

system is mainly reflected in two aspects: one is the uncertainty of semantic expression, for

example, the difference in the expression method of the question semantics, the uncertainty

caused by the difference in the language style of the question; The other is the uncertainty

of knowledge expression, for example, the different names of the same thing, the different

descriptions of the same concept. Secondly, the Chinese language is different from English.

For example, there are no obvious grammatical features such as spaces, which makes the

English processing method not directly applicable to Chinese. Therefore, the uncertainty

of the Chinese QA system should be solved in combination with the characteristics of the

Chinese language.

1.2 Related Works

1.2.1 QA system

The difference between the question answering system and the traditional information

retrieval is that, in the traditional information retrieval system user must input keywords,

while in QA system the user inputs natural language question. Therefore, the QA system

must first extract the search keywords or topic information from the sentences, and then

get the most relevant answers. The QA process based on document retrieval can be

transformed into the similarity matching based on the topic involved in the question. The

basic method of topic similarity matching is the cosine similarity after the sentence is

represented by word vector or sentence vector expression, such like VSM [35], LSI [36],

LDA [37], Word2Vec[38], Doc2Vec[39] and other models.

The main principle of KBQA system is to match the question with the highest rel-

evant knowledge resources, and then construct and return the answer. The knowledge
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tuple usually uses a general description method called Resource Description Framework

(RDF)[40] to describes the Resource-Attribute-Value ( also called Resource-Property-

Value or Subject-Predicate-Object) of knowledge. RDF descriptions are associated or

stored in a sequence structure or graph structure, which constitutes the knowledge base

[41] or the knowledge graph [42]. There are a large number of researches on QA sys-

tems based on English knowledge base or knowledge graph. The reference [43] proposes

a method for extracting information based on the Freebase-based QA system, linking the

key information in the grammar tree of the English question sentence with the key infor-

mation on the knowledge graph; the reference [44] uses the convolutional neural network

classifies the questions into three types (answer path, answer context, answer type) and

then matches the links with Freebase.

There are also QA system frameworks that use web technologies or other sources to

build knowledge links. The reference [45] introduces a method for mining knowledge from

the web crawling information and used in the question answering system; the reference

[32] proposed a knowledge QA method for expanding the knowledge base content and

answer range through the network text content. The Chinese question answering system

also has certain research results in the web-based question and answer [46, 47]. Most of

the methods are to adapt the English grammar tree analysis method to Chinese.

Knowledge predicates and knowledge subjects can be seen as part of the topical features

of short texts. In terms of short text topic feature extraction, The reference [48] introduces

a topic classification method for Chinese short texts, which uses the high-frequency feature

extension technology to optimize the LDA topic model; the reference [49] introduces a hot

topic detection method for Chinese short texts; the reference [50] introduces a Chinese

short text topic information monitoring method based on Ngram feature extraction and

use Hownet to expand keywords to enhance short text feature performance.

1.2.2 Rough Set

Rough set theory is a kind of granular computing theory which is very suitable for dealing

with uncertainty information. It was first proposed by Pawlak[51] and has been extended

to many models such like fuzzy rough set [52], neighborhood rough set [53], variable pre-

cision rough set [54] and other models. The key concept of the rough set model is on the
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upper approximation, the lower approximation and the boundary domain under different

equivalence relations, and different degrees of granulation of knowledge by different equiv-

alence divisions. Since different divisions offer different level of information granularity,

and different information granularity leads to different level of uncertainty, rough set the-

ory is an effective theory to deal with uncertain information such like language uncertainty

and knowledge uncertainty.

The reference [55] proposes a similarity processing method for short texts based on

rough sets, and uses rules acquisition methods to mine synonyms and polysemous words

from texts; the reference [56] gives a text clustering model based on rough set. In the field

of knowledge discovery, the reference [57] proposes a mining method for describing the

logical concept of social networks based on rough set theory; the reference [58] proposes

a customer feature discovery model based on rough set theory, which helps Three-party

payment platform to tap potential customers; reference [59] uses rough set theory to ex-

tract knowledge from engine piston performance database and use it for smart motorcycle

system design; reference[60] uses rough set theory to mine opinion knowledge and use it

for public opinion prediction analysis.

Attribute reduction is a research hotspot of rough set theory. There is a large amount

of related work on attribute reduction[61, 62]. One of the more classical reduction theories

is Skowron’s Discernibility Matrix Theory (DM Theory, also called separate matrix, dis-

crimination matrix, distinguishing matrix, etc.)[63, 64]. The DM theory is usually used in

the design of reduction algorithms, including both attribute reduction and value reduction:

In terms of attribute reduction, the document [65] defines a new DM and new dis-

cernibility function for the concept lattice, and proposes an attribute reduction algorithm

based on the definition; the reference [66] proposes an incremental update based attribute

reduction algorithm; reference [67, 68] proposed two different heuristic attribute reduction

algorithms based on discernibility matrix; reference [69] proposed an attribute reduction

algorithm based on a kind of binary discernibility matrix; the reference [70] proposes an

attribute reduction algorithm based on the fuzzy discernibility matrix.

In terms of value reduction, the reference [71] introduces a value reduction algorithm

based on the improved rule discrimination matrix; reference [72] proposes a heuristic value

reduction algorithm based on the discernibility matrix.
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1.2.3 Sentiment Analysis

Sentiment Analysis(SA) is one of the most important research topics in Information Pro-

cessing, and within SA, the research on sentiment measurement and classification has been

a very popular topic[73]. The main task in sentiment measurement and classification is

to classify the text paragraph into different sentiment classes. Such technology has been

applied in many fields, for example, opinion trend tracking of Twitter topics[74], customer

reviews mining in marketing[75], and affective interaction between human and a dialogue

robot[76, 77]. Most of the research is conducted at one of the three levels: document-level,

sentence-level, or attribute-level[75], and at each level it involves different technologies at

language representation methods and machine learning methods[78].

For some given applications such as Social Robots[76] and Twitter mining[74], the text

length is usually very short and the sentiment analysis is at sentence-level in most time.

The first step of sentiment analysis is to change the input text into basic informa-

tion representation such as tokens[79], POS(Part of Speech) tags[80], and parsing depen-

dencies[81]. For analysis at sentence-level, POS tags and parsing dependencies are very

useful since they contain much information about sentiment word positions and modify-

ing targets[82]. Many language models focus on this kind of features using various data

formats, for example, Knowledgebase[83][84](such as HowNet[85] and WordNet[86]), and

corpus[87][88]. The statistical information[89][90] or other mathematical information[91]

of features is also widely used in sentence preprocessing. For oral language text or network

parlance processing other features such as using environment and text source also need to

be considered, for example, Twitter hashtags and smileys[92] and user behavior[93].

Another aspect that may influence the sentiment tendency is the topic and opinion of

the sentence. For example during a dialogue, the topic of celebrating a festival is mostly

in positive sentiment class while the topic of earthquake is mostly in negative. Many

language models for topic representation of short text have been proposed in recent years

such as Biterm Topic Model (BTM)[94], and some technologies for long text topic mining

are also developed into technologies for short text topic mining[95]. Some methods for

predicting user’s opinions can also be used in short text interaction[74][96].

There is also research work which focuses on sentiment processing of negative text. A
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lot of methods have been proposed to detect the negative emotion and sentiment among

large scale of data, such as news[97][98] and posts on Facebook [99][100]. Some methods

for speech negative emotion have also discussed the text features of negation[101][102].

Since sentiment information usually depends on both semantic information and affec-

tive words, for a synthetic requirement a language model called SCLM[103] which can

represent both semantic and sentiment information is first proposed for Social Robots.

SCLM has some similarities with NaturalLI[104] at the idea of linguistic computing, and

the matrix representation methods of the proposed language model resemble Recursive

Matrix-vector Spaces[105] and other Neural Probabilistic Language Models[106][107]. The

difference is that in SCLM the elements of matrices and vectors are based on sentence or

paragraph level with speaker source and perspective coordinate information, while the

others are based on word level and usually the perspective information is ignored at the

model representation.

Supervised Machine Learning is a kind of Machine Learning where instances are given

with known labels or the corresponding correct outputs[108]. Of all the Supervised Learn-

ing Methods, Supervised Neural Networks model[109][110][111] has become popular in

recent years because of the development of Deep Learning(DL)[112][113][114], and Back-

Propagation Neural Network(BPNN) is one of the most common supervised training al-

gorithm[115, 116]. Deep Learning can be treated as an improved and much more complex

version of NN, and it often deals with more complex information coding and encoding.

In DL area, standard Recursive Neural Network(RNN)[117] model is the simplest NN

based model, and based on RNN, Matrix-Vector RNN (MV-RNN)[105] and Recursive

Neural Tensor Network(RNTN)[118] are developed. These three models have achieved

good performance in language sentiment measurement. The other recent research on NN

and DL has also got very significant achievements in Artificial Intelligent and Pattern

Recognition[119], and they still have a lot of research space.

The advantages of the neural network method over traditional classifiers are its non-

parametric nature, arbitrary decision boundary capabilities, easy adaptation to different

types of data and input structures, fuzzy output values that can enhance classification, and

good generalization for use with multiple images[120]. Considering the time and memory

cost of training deep networks by Deep Learning method, in this thesis only the traditional
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BPNN methods will be used to train our system for the first step of our research.



Chapter 2

Knowledgebase Construction for

Short Text Processing

2.1 Introduction

The existing QA system is mainly divided into two types from the technical point of view:

one is Document-based Question Answering system(DBQA system), that is, the returned

answer or answer set which most matches the input question is based on a given set

of candidate answers; the other is Knowledge-based Question Answering system(KBQA

system), that is, without giving candidate sentences, the QA system will first get the

answer information based on the QA knowledgebase, and use the answer information to

construct the natural language answer and then return it as output. Both DBQA and

KQBA are facing the difficulty of uncertainty expression processing for short text.

Uncertainty expressions of QA short text are mainly divided into two categories: the

uncertainty of knowledge expression and the uncertainty of semantic expression. The two

uncertainties are introduced separately below:

1. The uncertainty of QA knowledge content expression, that is, the content of ques-

tions and the corresponding answer content can be expressed in a variety of ways. For

example, given the questions: ’What is the nationality of Leonardo?’, ’Which coun-

try does Leonardo come from?’, ’In which country Leonardo was born?’, ’Is Leonardo

a Chinese or an American?’, the answer to these questions can be like: ’Leonardo

13
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was born in America.’, ’Leonardo is American.’, ’Leonardo’s birthplace is America.’,

and so on. Then the QA knowledge content can be expressed in many ways such

as: ’Leonardo, nationality’, ’Leonardo, birthplace’, ’Leonardo, native land’. The

uncertainty expression of QA knowledge content causes the difficulty when the sys-

tem calculates the matching degree of question and candidate answers or knowledge

items of the knowledgebase.

2. The uncertainty of QA semantic construction expression, that is, the question and

answer sentences in the QA system can be expressed in a variety of ways in the

process of constructing a complete natural language. For example, in some context,

both the word ’Apple’ and the phrase ’Apple Inc.’ can refer to the Apple company.

However, in the short text application environment, if the context is inadequate and

the word ’Apple’ is at the first place of a sentence, it will be difficult for the system

to understand the true semantic object, and then will influence the knowledge or

candidate matching accuracy of the system.

In this chapter, we mainly discuss about the uncertainty of knowledge content expres-

sion and propose a new knowledge construction method for short text processing. The

knowledge representation method is based on the attribute reduction method and the

upper approximation concept of the rough set theory. The proposed knowledgebase con-

struction method can be used to discover the knowledge content from the labeled question

and answer corpus and construct a rough knowledgebase which can deal with the uncer-

tainty of QA short text. Then combined with the traditional sentence similarity model,

the rough knowledge can be used to calculate the matching degree between the question

and the candidate sentence in DBQA. The experimental results show that the new method

is better than the traditional method on the two evaluation indicator of MAP and MRR.

2.2 Basic Concepts

Given the knowledge base K = {U, S}, where U is the domain and S is the equivalence

cluster on U , then given ∀X ⊆ U and R ∈ IND(K), there are [121]:

R = {x|(∀x ∈ U) ∧ ([x]R ⊆ X)} (2.1)
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R = {x|(∀x ∈ U) ∧ ([x]R ∩X ̸= ∅)} (2.2)

PosR(X) = R (2.3)

BnR(X) = R−R (2.4)

NegR(X) = U −R (2.5)

Wherein, the lower approximation R means the set of elements that certainly belong

to X according to the equivalence relation R, and the upper approximation R means the

set of elements that possibly belong to X, the boundary field bnR(X) indicates that it is

temporarily impossible to determine whether it belongs to the X, and the negative field

negR(X) denotes a set of elements that are certainly not part of X.

2.3 Knowledge Discovery based on Rough Set

In a DBQA, the sentences in the corpus to be matched can be divided into three types:

1. Sentences that is almost irrelevant to the topic of the question, we call them the

poorly matched sentences here,

2. Roughly matched the question, but still cannot be output as the best answer, we

call them non-best matched sentences,

3. With the highest matching degree with the question, and can be used as the best

output answers, we call it best matched sentences.

Most traditional methods can separate the poorly matched sentences from the other

two sentences: the best matched and non-best matched sentences. However, due to the

large amount of similar topic information, the traditional method will have a poorer dis-

criminating ability to classify the best and non-best matched ones. Therefore, the method

in this chapter eliminates the poor matched ones, and uses the remaining two sentences
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as the candidate answer set, focusing on the discrimination between the non-best matched

and the best matched.

Then the candidate answer set is correspondingly divided into two parts, one is the

best matched answer set, which is called the positive sentence set denoted as Setp, and

the other is relative to the non-best matched answer set, called the negative matching

sentence set, denoted as Setn. The input question or questions is in a ques set. Each

sentence in ques and Setp , Setn is treated as a collection of words. For each word, it can

be divided into 7 categories according to the position in three kinds of sets. Marked by

[ques, Setp ,Setn], the occurrence of words in sentences of question set, positive matched

set, and negative matched set is shown in the table 2.1.

Table 2.1: Word tag and its meaning
No. word tag meaning

1 [0,0,1] exists only in Setn

2 [0,1,0] exists only in Setp

3 [0,1,1] exists in both Setp and Setn

4 [1,0,0] exists only in ques

5 [1,0,1] exists in both ques and Setn

6 [1,1,0] exists in both Setp and ques

7 [1,1,1] exists in Setp , Setn and ques at the same time

When a question and a number of candidate sentences are given, the candidate answer

selected into the positive match set satisfies two conditions:

1. The topic similarity of candidates and questions reaches the maximum value at the

finest topic granularity. For example, the candidate answer ans1 ’Apple’s boss is

Jobs.’ and the candidate answer ans2 ’Apple’s headquarter is in America.’, in the

first level of topic granularity, the two candidates are both about ’Apple company’,

but at finer granularity, the topic of the former is ’Apple Company,boss’, and the

latter’s topic is ’Apple Company, headquarter’. So if the question is ’Who is the

owner of Apple’, because the fine-grained topic of the question is ’Apple Company,

boss’, so the candidate ans1 has a higher degree of matching than the other.
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2. The candidate sentence contains information missing from the question under the

same question topic granularity. For example, the candidate ans1 in the above

example can be the answer to the question, not only because it contains ’Apple’ and

’Boss’ at the same topic granularity as the question, but also it contains ’Jobs’ as

the answer information missing from this question.

The seven types of words in table 2.1 reflect the topic information and answer infor-

mation at different granularities of the question and answer sentences. For example, the

word ’Apple’ exists in Setp , Setn and ques at the same time and is marked as [1, 1, 1],

that means the QA topic is about ’Apple Company’, while the word ’Who’ marked [1, 0, 0]

means this word may only appear in question, and the word ’boss’ marked [1, 1, 0] may

appears only in questions and positive sets and may be treated as the finest topic granu-

larity.

The above process is a training process that uses different sets of sentences to determine

the mark of a word. We can think of words as division rules. Differently labeled words are

the degree to which a word can be divided into questions, positive matched and negative

matched. The training process is the process of obtaining the division rules by training

the text, and the retrieval ( The test) process is a process of dividing candidate sentences

into positive and negative matching sentence sets by using dividing rules and questions.

According to the rough set theory, when given a question, a positive and a negative

matched sentence set, the lower approximation words of the QA knowledge formed by

the topic of the question and the corresponding answer information are more likely to be

marked as [1,1, 0], [1,0,0], [0,1,0] in the words set, and the words labeled [0,0,1] is the

negative domain of question and answer knowledge.

After getting the categories through the training questions and the positive and neg-

ative matching set words, we only remove the stop words, commonly used punctuation,

and the negative words of the topic category marked as [0,0,1], using the remaining words

set and the corresponding mark to represent the upper approximation of a QA knowledge

content.

There are two kinds of special training situations: one is the given candidate answer

sentences are all positive matching sentences, then the negative matching sentence set is
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an empty set. At this condition, the rough QA knowledge obtained by training does not

include [ 0,1,1], [1,0,1] and [1,1,1] words; the other is that, candidates are all negative

match sentences, but since our training goal is to find out the correct topic and answer

knowledge of QA sentences, these training samples need to be eliminated before training.

2.4 Text Retrieval by Rough QA Knowledge

After training to obtain a series of rough set question and answer knowledge, when the

QA system obtains new questions and candidate answers, the matching degree between

the questions and the answer can be calculated by the formula 2.6:

QAM = α · SSim+ β ·KMatch (2.6)

SSim is the traditional sentence similarity of a question and an answer candidate, cal-

culated by the traditional vector model such as LDA, LSI; KMatch is the rough knowledge

similarity, α and β is the weight.

The process of calculating KMatch is as shown in the algorithm 2.1 and the algorithm

2.2:

Algorithm 2.1 KMatch Computing(1)
Input: question, answer candidate sentences

Output: Maximum similarity of hypothetical knowledge for all candi-

date answers

1: Select a sentence from the candidate answer sentences, first assume

that it is a positive matched sentence, and the others are negative.

Mark all the words with the assumed knowledge through the training

process, and then remove [0, 0, 1] words. Then we get the hypothet-

ical QA knowledge item by the hypothetical positive sentence;

2: Calculate similarity between the hypothetical QA knowledge and

the real rough QA knowledgebase items, using the algorithm of 2.2.

3: Iterate through all the candidate sentences to get the maximum

similarity of the hypothetical knowledge of all candidate sentences.
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Algorithm 2.2 KMatch computing(2)
Input: the hypothetical QA knowledge, the real rough QA knowledge-

base items

Output: The maximum similarity of the candidate sentence relative to

the hypothetical knowledge

1: Compare all the lexicons of the hypothetical category knowledge and

one item of the rough set knowledgebase. If the words and the marks

are the same, the number of corresponding tokens is increased by 1.

By the order of [ [0,1,0], [0,1,1], [1,0,0], [1,0,1], [1,1,0], [1,1,1]], we

can get a count vector with a dimension of 6 A.

2: Compare the total count of A and the threshold value C, if less than

C, return KMatch = 0 and go step 5, otherwise to step step 3.

3: Calculate the total count of position ques and Setp of [ques, Setp ,

Setn], if anyone of them is 0 then return 0 and to step 5, otherwise

go step 4.

4: Normalize the count vector A and a given hypothetical average

knowledge vector K, then use the cosine similarity formula to cal-

culate their similarity and go step 5.

5: Repeat step 1~4 and return the maximum similarity of the candidate

sentence relative to K.。

2.5 Experiment

The experiment uses the open data set and evaluation tool of the DBQA sub-task of the

open domain QA system in the NLPCC-ICCPOL2016[27] international conference. The

dataset includes two parts: the training set and the test set, the training set contains 8772

questions and 181882 candidate answers; the test set has a total of 5,997 questions, and

122,531 candidates. All questions and answers do not involve contextual semantics.

The experiment uses the same MRR (Mean Reciprocal Rank) and MAP (Mean Average

Precision) evaluation indicators as the evaluation competition. Among them, the formula
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for calculating MRR is:

MRR =
1

Q

|Q|∑
i=1

1

ranki
(2.7)

|Q| is the total number of questions, and ranki is the rank of the first correct answer

in the candidate answer for the i question. If there is no correct answer, let 1
ranki

be 0.

MAP formula is:

MAP =
1

Q

|Q|∑
i=1

AveP (Ci, Ai) (2.8)

AveP (Ci, Ai) =


∑n

k=1(P (k) · rel(k))
min(m,n)

, min(m,n) ̸= 0

0, min(m,n) = 0

(2.9)

m is the correct number of positive matches, n is the number of positive matches given

by the system. If min(m,n) is 0, then AveP (Ci, Ai) is 0. If the system gives a candidate

sentence with a ranking of k that is the correct positive match, then rel(k) is 1, else 0.

P (k) is the proportion of the correct positive matching sentence in the first k candidate

sentences given by the system.

In the experiment, the cosine similarity method after vectorization by the traditional

LSI model is used as the baseline1 in the comparison experiment (LSICosine), and the

cosine similarity method by LDA model is used as the baseline2 (LDACosine), the cosine

similarity by Doc2Vec model is used as baseline3 (D2VCosine). All baseline experiments

are implemented using the Gensim toolkit [122]. Since the LDA model performs best on

the corpus, the score by LDA model is used in the proposed method to calculate SSim

value of QAM .

When K = [2,1,2,1,4,1] and C = 2, the results are:
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Table 2.2: results by K=[2,1,2,1,4,1],C = 2

MAP MRR

LSICosine 0.5372 0.5376

LDACosine 0.6386 0.6392

D2VCosine 0.3290 0.3300

RKMethod 0.6449 0.6457

The experiment results show that the method combining rough set knowledge is im-

proved compared with the other three baseline methods in the two evaluation indicators

of MAP and MRR, and improves the effectiveness of the proposed method.

If fix K to [1,1,1,1,1,1] at first, then increase the weight of the elements at each po-

sition in steps of 0.5 (for example:[1,1,1,1,1,1],[1.5,1,1,1,1,1],...,[6,1,1,1,1,1]),The effects of

increasing the weight on each position on the final experimental results are tested in turn,

and the changes in MAP and MRR are shown as 2.1 ~2.6:

Figure 2.1: [0,1,0]
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Figure 2.2: [0,1,1]

Figure 2.3: [1,0,0]

Figure 2.4: [1,0,1]



2.5. EXPERIMENT 23

Figure 2.5: [1,1,0]

Figure 2.6: [1,1,1]

After increasing the relative weights of [1,0,0] words and [1,1,0] words, the MAP and

MRR values also increase especially in the initial stage. That means, the more common

topic words in the interrogative words, the question and positive matched sentence, the

easier to get the required QA knowledge.[0,1,0] words and [1,1,1] words will always decrease

the MAP and MRR values as the weight increases, that means: if a word only appears in

positive matched set, it may be missing the topic or knowledge information required by

the question, because it is just the uncommon semantic expression in a positive matching

sentence; or, if a word appears in three kinds of the sentences at the same time, then it

does not have the ability to distinguish both the question and the positive matched from

the negative matched. Words with other marks will have a peak at the beginning, but
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overall the effect on the result is a decline. It can be seen that the experimental results

are basically in line with reality.

If K = [2,1,2,1,4,1] is fixed, the filter threshold C is gradually increased from 1 in steps

of 1 , the values of MAP, MRR, and timecost for once traverse are shown in 2.7.

Figure 2.7: Experiment results when increase C

It can be seen that when the filtering thresholds are 1 and 2, MAP and MRR values

are the highest, but the relative timecost is also relatively long. The time required to

traverse a test data set for once is 1400~1600s. However, when the threshold exceeds 3,

the timecost is greatly reduced, only about 700s, which is about half of the time taken

when the threshold is 1 and 2. As the threshold increases, the timecost does not change

significantly. When the threshold exceeds 8, the MAP and MRR values do not fluctuate

greatly. The MAP value remains within the range of [0.6378, 0.6387], and the MRR value

remains at [0.6384, 0.6393], the highest value in the two intervals is only 0.0001 higher

than the highest MAP and MRR values obtained from the three baseline experiments, but

timecost is higher than the baseline because of the knowledge matching process. Therefore,

after considering both time and effect, it is most appropriate to select 1 or 2 for the filtering

threshold.

2.6 Conclusion

The advantage of the proposed method is that it can mine out potential knowledge rep-

resentation information from multiple sets of positive and negative matched sentences in
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training corpus. But there is also improvement space in the following areas:

1. In the experiment, the parameters such as K,C ,α and β is set by experience. How to

set parameters more objectively according to the actual application is a problem that

needs to be solved. and also , in KMatch calculating process, the words counting

method is also one of the follow-up studies.

2. The data set in this experiment is in the form of a single question, a positive matched

set of one or more sentences, and a negative matched set of one or more sentences.

Therefore, the rough QA knowledge can only find out the potential answer expression

from the answer candidates. In the future work, we can try to expand the data set

by a synonym sentence set, positive matched sentence set and negative matched

sentence set. By adding synonym sentence questions it will be easy to find out more

potential question expressions.



Chapter 3

Rules Acquisition for Short Text

Processing

3.1 Introduction

In this chapter we will introduce a novel method for Short Text and Information Retrieval

based short text Question Answering. Based on the Rough Set Theory and Discernibility

Matrix based Rules Acquisition method, the matching patterns of the training QA pairs

can be represented as rules by the reduced attribute words, and the words can also be rep-

resented by the QA patterns. Then the attribute words in the test QA pairs can be used

to calculate the matching scores. The experimental results show that the proposed repre-

sentation method of QA patterns has good flexibility to deal with the uncertainty caused

by the short text word segmentation, and the proposed method has good performance at

both MAP and MRR on the test data.

3.2 Basic concepts

In Rough Set Theory, a decision table [123] is defined as Formula (3.1).

DecisionTable = {U,A = C ∪D,V, f} (3.1)

In a decision table, U is a finite nonempty set of objects, and A is a finite nonempty

set of attributes of the objects. A is divided into two subsets, where one is the set of

26
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condition attributes and the other is the set of decision attributes. V is a nonempty set

of values of all the attributes, and f : U × A → V is the function that maps an object of

U by a attribute of A to a value of V . If there are two objects having the same values of

all the condition attributes but their decision attribute values are different, the decision

table is inconsistent; otherwise it is consistent.

Based on a decision table, we can get its POSc(D) by Formula (3.2) and Formula

(3.3). POSC(D) is called a positive region of the partition U/D with respective to C, and

is a set of all elements of U that can be uniquely classified to blocks of the partition U/D,

by means of C. C∗X is called the C − lower region of X, and C(x) is the equivalence

class containing an element x.

POSC(D) =
∪

X∈U/D

C∗X (3.2)

C∗X = {x ∈ U |C(x) ⊆ X} (3.3)

Sometimes not all the condition attribute are necessary. If a condition attribute c ∈ C

satisfies Formula (3.4), c is not necessary and can be reduced.

POS{C−c}(D) = POSC(D) (3.4)

A lot of Rough Set Theory based methods have been proposed for attribute reduction

[62]. Our proposed method for QA system is developed from the discernibility matrix

theory [63]. The classical discernibility matrix is a |U | × |U | matrix, and its element

M(x, y) defined as Formula (3.5). Based on the discernibility matrix, we can get the

discernibility function by Formula (3.6).

M(x, y) = {a|a ∈ A, f(x, a) ̸= f(y, a)} (3.5)

df(M) = ∧{∨(M(x, y))|M(x, y) ̸= ∅} (3.6)
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3.3 Rules Acquisition and Attribute Vectorization

In this section, we will introduce the training processing of our method, including rules

acquisition of short text QA sentences and vector representations of the attribute words.

The attribute word representations are based on the rules, and the representations will be

used for matching QA patterns in the testing processing.

3.3.1 Rules Acquisition of short text QA Sentences

Given one question and m labeled candidate items (all the sentences have been segmented

into words, the label means whether the item can be used as a answer of the question

or not), we first construct a dictionary of all the words of the question and the items.

For convenience, we name the item which can match the question as Positive Sentence

(PS), and the other Negative Sentence (NS). We name the set of all the PS as Positive

Sentence Set (PSS) and the other Negative Sentence Set (NSS). After we get the dictionary,

we first remove the words which appear only in the NSS, and also remove some short

text stopwords. This pre-filtering step will help reduce the dimension and accelerate the

following attribute reduction and rules acquisition, and can also make each of the final

rule attribute words appear at least once in a PS or the question.

Using the dictionary of n words, we can construct a small Question Answering Match-

ing System (QAMS) for the question and its candidate items, like Table 3.1. We de-

fine this small decision system as QAMS = {U = I ∪ Q,A = W ∪ D,V = 1, 0, f}.

I = {I1, I2, ..., Im} is the candidate items set, and Q is a set with only one question in

it. W = {w1, w2, ..., wn} is the word attribute set (the dictionary), and D is the decision

attribute set with only the matching label attribute in it. The function f(u, a) is defined

as Formula (3.7).

f(u ∈ U, a ∈ A) =


1, if a ∈ D and u ∈ PSS ∪Q;

or if a ∈ W and a ∈ u

0, the other

(3.7)

The function f : U × A → V means that if an attribute word appears in an item or

the question, and the attribute value equals 1, or if the item is a PS or the question, its
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Table 3.1: Question Answering Matching System (QAMS)

Item/question w1 w2 ... wn Decision Label
I1 v11 v12 ... v1n v1l
I2 v21 v22 ... v2n v2l
... ... ... ... ... ...
Im vm1 vm2 ... vmn vml

question vq1 vq2 ... vqn vql

decision attribute value is 1. Then we need to mining the rules in the QAMS. Since for

QA system, we only need to concern about the rules for question and its PSS. Then the

discernibility matrix of the QAMS is a x × y matrix, x = |PSS| + |Q|, y = |NSS|. The

values of the QA Discernibility Matrix (QADM) is defined as Fomular (3.8) and Fomular

(3.9).

Dset(up, un) =

{a|a ∈ W,un ∈ NSS, up ∈ PSS ∪Q, f(up, a) ̸= f(un, a)}
(3.8)

QADM(up, un) =


Dset(up, un), if |Dset(up, un)| > 0

{a|a ∈ up}, the other
(3.9)

The discernibility function of the QADM is defined as Fomular (3.10).

df(QADM) =

∧ {∨(QADM(up, un))|un ∈ NSS, up ∈ PSS ∪Q,QADM(up, un) ̸= ∅}
(3.10)

In the function expression of QADM , ∨(QADM(up, un)) is the disjunction of all at-

tributes in QADM(up, un) and ∧{∨(QADM(up, un))} is the conjunction of all ∨(QADM(up, un)).

When up and un is inconsistent, that is to say, all of their attribute words are the same,

we will set the value of QADM by the attributes of up. The original corpus of QA system

is consistent theoretically. However, there are two reasons for this definition: one is that

it can avoid the error case of the mislabeled items in the corpus, and the other is that
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Table 3.2: An Example of a QAMS

Item/question w1 w2 w3 w4 Decision Label
I1 0 0 1 1 1
I2 1 0 1 0 1
I3 0 1 1 1 0
I4 0 1 0 1 0

question 1 1 1 1 1

Table 3.3: The QADM of the QAMS in Table 3.2

I3 I4

I1 {w2} {w2, w3}
I2 {w1, w2, w4} {w1, w2, w3, w4}

question {w1} {w1, w3}

after the pre-filtering step the consistent QAMS may turn to inconsistent.

A QAMS example is showed in Table 3.2 and its QADM is showed in Table 3.3. The

example QAMS is with 4 attribute words and 4 candidate items. 2 of the 4 candidate

items are PSs. The QADM of it is a 3 × 2 matrix. Based on Formula (3.10) we can

get the discernibility function, showed in Formula (3.11). The result of Formula (3.11)

means that a question and its PSs can be discerned from the NSs by the words w1 and

w2.

df(M) = (w2) ∧ (w2 ∨ w3)

∧ (w1 ∨ w2 ∨ w4) ∧ (w1 ∨ w2 ∨ w3 ∨ w4)

∧ (w1) ∧ (w1 ∨ w3)

= (w1) ∧ (w2)

(3.11)

If the result is like (w1 ∨w3)∧ (w2), that means the discernibility rules can be w1 and

w2, or can be w3 and w2.
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3.3.2 Vector Representation of Attribute Word

Given a set of questions and their labeled candidate items, we can get all of their QAMSs,

reduced attributed words and rules. Based on the reduced attribute words and the ac-

quired rules, each of the attribute words can be represented as list of vectors. The vector

unit v is defined as Formula (3.12). NO.(QADM) is the number label of the QADM ,

Len(dfQADM ) is the sum count of all conjunction elements in the final result of the dis-

cernibility function, and NO.(wdf ) is the number label of the conjuncted element of the

final result in which the word appears. T (wdf ) is the tag whether the word is appeared in

the question or candidate items or both of them.

v = [NO.(QADM), Len(dfQADM ), NO.(wdf ), T (wdf )] (3.12)

After we trained a set of questions and its labeled candidate items, all the attribute

words can be represented like Formula (3.13). In this Formula, θ is the appearance times

of the attribute words in all the QADM of the corpus.

WV = [v1, v2, ..., vθ] (3.13)

For example, if the QAMS is the second one of the whole training corpus and the

word w1 and w2 does not appears in other QAMSs, based on Formula (3.11) the word

w1 can be represented as Formula (3.14) and the word w1 can be represented as Formula

(3.15). The ellipsis is the cases of the word appearance vectors in other QAMSs.

WVw1 = [ [2, 2, 1, {’Q’,’PSS’}] , ...] (3.14)

WVw2 = [ [2, 2, 2, {’Q’}] , ...] (3.15)

The attribute words and the acquired rules can be treated as a kind of QA sentence

patterns, and NO.(QADM) can be treated as the QA pattern number. However, the

model lacks the topic information of the QA. So when it comes to practical application,

it must be used at the same time with some topic similarity model.
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Table 3.4: An example of the middle dictionary of the patterns

NO.(QADM) vlist Len(dfQADM ) vlistlength CQADM

36 {[36, 4,2, {’Q’}] , [36, 4,1, {’PSS’}]} 4 2 0.5
53 { [53, 1,1, {’Q’,’PSS’}] } 1 1 1
... ... ... ... ...

182 {[182, 4,2, {’Q’}] } 4 1 0

3.4 Method of Matching QA Patterns

We can get a dictionary with all the attribute words represented by Formula (3.13).

Then when a test question and an unlabeled candidate item are given, we can get two

list of word vector elements from the attribute words appears in the two word sequence:

V Lq = [v1, v2, ...] and V LIi = [v1, v2, ...]. The next step is to count up the QA pattens and

measure their completeness. But before that we must do some preliminary reduction.

At the reduction step, there are two kinds of processing choices. One is that we need

to concern the word vector element tag T (wdf ), that means, for example, if a word appears

only in the question, and one of its vector tag means it appears only in the NSS in a QA

pattern of the train corpus, we must remove it from V Lq. That means we treat strictly

that in one QA pattern, the word role of it should not be exchanged. The other processing

choice is that we just ignore the tags and we consider that sometimes the words among

question and candidate items can be exchanged and will not change the semantic too

much.

Then based on the NO.(QADM) we count up the pattern and its vector elements

(the same elements are counted only once). An example of the middle dictionary of the

patterns is illustrated in Table 3.4. Here we define the completeness of a pattern (QADM)

as Formula (3.16).

CQADM =


0, if vlistlength = 1 and Len(dfQADM ) ̸= 1

vlistlength

Len(dfQADM )
, the other

(3.16)



3.5. EXPERIMENT 33

and the final completeness of the QA pairs is calculated by Formula (3.17).

C(q, Ii) =
∑

∪
QADM |q,Ii

CQADM (3.17)

3.5 Experiment

The experiment is divided into two parts: one is on the sentence pattern similarity and the

other is on the text retrieval. As there are two choice at the reduction step of the Matching

method (with vector tags and without tags), we evaluate both in the experiment. The

first experiment is comparing the proposed method with the word2vec pattern similarity

method, and in the second experiment it is compared with cosine similarity of LDA and

LSI model. In the second experiment, the text similarity matching part of our method is

the same as LDA baseline.

Both the two experiments use the opensource corpus and toolkits of NLPCC-ICCPOL2016

Shared Task (Evaluation Competition) [27]. The corpus contains a train subset and test

subset. The train set contains 8772 question texts, and the test set contains 5997 ques-

tions. Each of the question is given a list of candidate items and some of the items can

be used as answers to the question. The train set contains 181882 items and the test set

contains 122531 items. The baseline models of the experiments are constructed by Gensim

Toolkit [124], and the word segmentation of all the short text text is completed by the

NLPIR (also named as ICTCLAS) tool [125].

In our experiment, the evaluation metrics is the same with the competition:Mean

Average Precision (MAP) and Mean Reciprocal Rank (MRR). MAP and MRR have been

introduced in the chapter 2.

The experimental results are in Table 3.5 and Table 3.6. In Table 3.5, the withtags

version of our method has best performance, but the withouttags version is not unsatis-

factory. In Table 3.6, both the two version of our method have improve the performance

of LDA baseline, and they all have better performance that LSI baseline model.

The MAP and MRR results of the withtags version of our method are higher than

the withouttags version at both of the two experiments. It shows that at this QA corpus,

most of the attribute words have fixed roles in QA patterns. So the final rule expres-
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Table 3.5: Results of Sentence Patterns Similarity Experiment

MAP MRR
W2Vcosine 0.4075 0.4081

DM(withtags) 0.4520 0.4525
DM(withouttags) 0.2923 0.2924

Table 3.6: Results of QA Retrieval Experiment

MAP MRR
LDAcosine 0.6386 0.6392
LSIcosine 0.5372 0.5376

DM(withtags) 0.6464 0.6469
DM(withouttags) 0.6436 0.6440

sions acquired by the withtags version method can represent more information of the QA

patterns.

3.6 Conclusion

In this chapter a novel method for short text and Information Retrieval based short text

Question Answering is proposed. It has good flexibility to deal with the short text QA

uncertainty by mining and representing QA pattern, and the proposed method has good

performance at both MAP and MRR on the test data. The future work will focus on more

QA experiments by other kinds of feature selection and attribute reduction method based

on Rough Sets and on other short text QA corpus.



Chapter 4

Subject Analysis for Knowledge

Triple

4.1 Introduction

In the KBQA system, when the system receives the question, it will separately analyze

out the words containing the knowledge subject and the knowledge predicate, and then

match the corresponding positions of the knowledge tuples in the knowledgebase or knowl-

edge graph to select the knowledge tuple with the highest matching degree. The accurate

extraction of knowledge subject is not only one of the important processes affecting the

matching accuracy of the KBQA system, but also one of the important processes of knowl-

edge subject positioning based on the knowledge map.

However, knowledge subjects cannot be directly replaced by traditional sentence sub-

jects or named entities. The table 4.1 gives a Chinese short text example (by Stanford-

CoreNLP, the language model used by the tool is the official Chinese processing model

[16]). We can see that the subject of the traditional syntax given by the analysis tool is

”you”, the subject in the clause is ”institution”, the named entity is ”Portuguese”, while the

knowledge tuple corresponding to the sentence in the knowledgebase is ” [subj: Portuguese

teaching, predicate: management institute, obj: International Portuguese Language In-

stitute], the corresponding knowledge subject is Portuguese teaching. This difficulty is

very common especially in Chinese short text because of flexible characters and words

expression of Chinese language.

35
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Table 4.1: Three processing results of a sentence

Chinese sentence

你 (you) 知道 (know) 是 (is) 什么 (what) 机构

(institution) 在 (-ing) 管理 (manage) 葡萄牙语

(Portuguese) 教学 (teaching) 吗 (interrogative

auxiliary)

English translation Do you know what institution is managing Por-

tuguese teaching

list of (word segments, POS, No.)

series

(’ 你’, ’PN’, 1), (’ 知道’, ’VV’,2 ), (’ 是’, ’VC’,

3), (’ 什么’, ’DT’, 4), (’ 机构’, ’NN’, 5), (’ 在’,

’P’, 6), (’ 管理’, ’NN’, 7), (’ 葡萄牙语’, ’NN’,8),

(’ 教学’, ’NN’, 9), (’ 吗’, ’SP’,10)

Dependencyparsing result

(’ROOT’, 0, 2), (’nsubj’, 2, 1), (’ccomp’, 2, 3),

(’det’, 5, 4), (’root’, 3, 5), (’case’, 9, 6),

(’compound:nn’, 9, 7), (’compound:nn’, 9, 8),

(’nmod:prep’, 5, 9), (’dep’, 9, 10)

NER tagging

(’ 你’, ’O’), (’ 知道’, ’O’), (’ 是’, ’O’),

(’ 什么’, ’O’), (’ 机构’, ’O’), (’ 在’, ’O’),

(’ 管理’, ’O’), (’ 葡萄牙语’, ’DEMONYM’),

(’ 教学’, ’O’), (’ 吗’, ’O’)

In this chapter we proposes a method for extracting knowledge subject from questions

based on the attribute importance degree of rough set theory, and combines the existing

sequence labeling method for named entity recognition and syntactic subject analysis to

label the results for knowledge subject extraction, and then improve the overall knowledge

subject analysis ability of the system.

4.2 Model Training

Given a training corpus, it includes a series of questions and the correct knowledge subject

extraction results for each question. For each of these training questions ques, using NLP

tools to analyze the word segmentation and its dependent grammar information; For each
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word segment, label the knowledge subject extraction mark according to the content of

the knowledge subject and get all dependent tuples. Tabel4.2 shows an example of this

pre-process(by Stanford CoreNLP, the Chinese sentence means ‘How many pages are

there in the ”University Computer Basics Tutorial”?’):

Table 4.2: example of preprocess
NO.1 segment Label dplist Ldplist

1 《 BLeft { [’punct’, ’ 基础’, ’《’]} 1

2 大学 KSubj { [’compound:nn’, ’ 基础’, ’ 大学’]} 1

3 计算机 KSubj { [’compound:nn’, ’ 基础’, ’ 计算机’]} 1

4 基础 KSubj

{ [’punct’, ’ 基础’, ’《’],

[’compound:nn’, ’ 基础’, ’ 大学’],

[’compound:nn’, ’ 基础’, ’ 计算机’],

[’nsubj’, ’ 有’, ’ 基础’],

[’punct’, ’ 基础’, ’》’]}

5

5 》 BRight { [’punct’, ’ 基础’, ’》’]} 1

6 一共 Neg { [’advmod’, ’ 有’, ’ 一共’]} 1

7 有 Neg

{ [’ROOT’, 0, ’ 有’], [’nsubj’, ’ 有’, ’ 基础’],

[’advmod’, ’ 有’, ’ 一共’], [’dep’, ’ 有’, ’ 多少’],

[’punct’, ’ 有’, ’？’]}

5

8 多少 Neg { [’dep’, ’ 有’, ’ 多少’], [’mark:clf’, ’ 多少’, ’ 页’]} 2

9 页 Neg { [’mark:clf’, ’ 多少’, ’ 页’]} 1

10 ？ Neg { [’punct’, ’ 有’, ’？’]} 1

dplist is a list of dependencies involved in each word,Ldplist is the length of dplist.

’BLeft’ labels the first left word of the knowledge subject start word, ’Bright’ labels the

first right word of the knowledge subject end word, ’KSubj’ labels the knowledge subject

part of the sentence, and ’Neg’ labels the rest words. In some special cases, the boundary

markers ’BLeft’ and ’BRight’ may not correspond to the participles in the actual sentence.

Therefore, when the sequence number of the first word of a sentence is 0, if the knowledge

subject part starts from the beginning of the sentence, set the BLeft number to -1; if the
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knowledge subject part ends from the end of the sentence, set the BRight number to the

total word number in the sentence.

By the above processing on all the questions in the training corpus, we can get a prelim-

inary rule dictionary. In the dictionary, the data of the dictionary value DV corresponding

to each word is stored in the structure shown in table 4.3:

Table 4.3: structure of dictionary value DV

No. dplist count of samples tag of word

1 dpl1 Cdpl1 t1

2 dpl2 Cdpl2 t2

... ... ... ...

n dpln Cdpln tn

The dependency relationship contained in each dplist in table 4.3 is used as the con-

dition attribute of the rough set decision table, the word mark is used as the decision

attribute, and the above table is converted into the decision table DT under the rough set

theory. By rough set theory, if a decision table has rules which has the same conditions

but different decisions, then the decision table is inconsistent; or the decision table is con-

sistent[64]. Then we can divide the decision table into two parts: the consistent part DTc

and the inconsistent part DTic. The division process is as shown in the algorithm 4.1.
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Algorithm 4.1 division processing of DV

Input: DV

Output: DTc，DTic

1: initialize DTc, DTic

2: for dpli in DV do

3: if ∃ dpj : dpj==dpi and tj ̸= ti then

4: DV = DV - dpj - dpi

5: DTic = DTic+ dpj + dpi

6: else

7: DV = DV - dpi

8: DTc = DTc+ dpi

9: end if

10: end for

According to the consistent table DTc and the inconsistent table DTic, the processing

continues to obtain two attribute sets, which are called consistent attribute set Ac and

inconsistent attribute set Aic. The two types of attribute sets reflect some extent the

ability of attribute words to express decision-making concepts. The process is shown in

the algorithm 4.2.
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Algorithm 4.2 division processing of attribute set
Input: DTc，DTic

Output: Ac, Aic

1: initialization ofAc, Aic i

2: for dpli ∈ DTic do

3: for ai in dpli do

4: Aic = Aic+ ai

5: end for

6: end for

7: for dpli ∈ DTc do

8: for ai ∈ dpli do

9: if ∃ dpj ∈ DTic : ai ∈ dpj then

10: Aic = Aic+ ai

11: else

12: Ac = Ac+ ai

13: end if

14: end for

15: end for

The importance of the attribute reflects on the one hand the tendency of misjudgment

of the decision table after the attribute is removed, and on the other hand reflects the

ability to make effective judgments on the items in the domain through this attribute.

In the inconsistent decision table, the condition attribute of the inconsistent item is tem-

porarily unable to correctly divide the decision of the project because the context still

lacks a certain number of necessary judgment conditions. Therefore, on this basis, the

definitions of the algorithm 4.3 and the formula 4.1 are given.
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Algorithm 4.3 ec(ai, DTc) computing
Input: DTc，ai ∈ Ac,

Output: ec(ai, DTc)

1: copy a DTc to DTtmp

2: initialize ec(ai, DTc) = 0

3: remove the ai of dpl ∈ DTtmp and get DT ′

4: for dpli ∈ DT ′ do

5: if Ldpli == 0 or (∃dplj : dplj == dpliandtj ̸= ti) then

6: ec(ai, DTc) = ec(ai, DTc) + Cdpli

7: end if

8: end for

Importance(ai) =


ec(ai, DTc)

|DTc|
, if ai ∈ Ac

0, the other
(4.1)

In the formula 4.1, ec(ai, DTc) reflects the proportion of the number of items in the

decision table that have failed to make decisions in the overall consistent decision sub-item

after removing the attribute ai. If Ai does not appear in the consistent decision table, on

the one hand, ai lacks some necessary information to assist and will lead to wrong decision

making, on the other hand, ai does not have the strength to support decision making.

After obtaining the consistent attribute set Ac and the inconsistent attribute set Aic,

calculate the importance of each attribute using the algorithm 4.3 and the formula 4.1

degree. The word rule base finally increases the decision-making basis of the conditional

attributes of the rule base through attribute importance.

4.3 Testing

After the above processing of the statement of the whole training corpus, each word can

obtain a rule base with attribute importance, which can be used to optimize the labeling

result of the test statement. When a test statement and its NLP preprocessing results

are given, the dplist corresponding to each word can be converted into a vector based

on the dependent attribute set. Using the cosine similarity method of the vector, one or
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more rules corresponding to the maximum similarity MaxsimSet(dpl) can be obtained,

and these rules are used to obtain the corresponding decision tag MaxsimSet(t). If a new

word (a word that does not appear in the training corpus) appears, temporarily store its

tag set in ”UNK” , and finally mark the most frequently appearing in MaxsimSet(t) as

the word pre-mark(not the final mark).

Given the word segmentation of the test statement and its corresponding pre-marks,

the pre-marked result is further analyzed by the algorithm 4.4 to obtain the final mark,

and the knowledge subject analysis result is obtained according to the final mark.

Algorithm 4.4 knowledge subject analysis
Input: word segments and its premarks

Output: knowledge subject

1: BLeft = preTagsProcess(tags,’BL’)

2: BRight = preTagsProcess(tags,’BR’)

3: cut to get the final knowledge subject part by BLeft and BRight

INPUT:
taglist;

tagClass ={’BL’,’BR’}

tagcount =
tagslist.count(tagClass)

tagcount ==
?

procedure1==1

tagClass ==
?

==0

procedure2 > 1

return
-1

’BL’

return
tagslist.LENGTH

’BR’

Figure 4.1: preTagsProcess
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fbl(ti) =

(ti == 0 or tagslist[ti− 1] ==′ Neg′)

and tagslist[ti+ 1] ==′ KSubj′

(4.2)

fbr(ti) =

(ti == len(tagslist)− 1 or tagslist[ti+ 1] ==′ Neg′)

and tagslist[ti− 1] ==′ KSubj′

(4.3)

tagcount == 1

tagindex =
tagslist.index(tagClass)

tagClass ==
?

fbl(tagindex)
== ?

’BL’

return
-1

’no’

return
tagindex

’yes’

fbr(tagindex)
==?

’BR’

’yes’

return
taglist.LENGTH

’no’

Figure 4.2: procedure1
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tagcount > 1

tagindexlist =
{i|0 ≤ i < taglist.LENGTH ∧

tagslist[i] == tagClass}

tagClass ==
?

FOR tagi IN tagindexlist:
DO: fbl(tagi)

’BL’

fbl(tagi)
== ?

return
tagindex

’yes’

FOR
finished?

’no’

return
-1

’yes’

’no’

FOR tagi IN tagindexlist:
DO: fbr(tagi)

’BR’

fbr(tagi)
==?

’yes’

FOR
finished?

’no’

return
taglist.LENGTH

’yes’

’no’

Figure 4.3: procedure2

4.4 Experiment

The experiment used KBQA subtask corpus in the NLPCC2016 evaluation competition

after the labeling process by Huang and other people [126, 127, 27], where the training set

includes 14609 questions and their corresponding knowledge subject, test set includes 9870
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questions and their corresponding knowledge subjects. The StanfordCoreNLP toolkit is

used in the dependency analysis process and part of the baseline experiment process. The

language model used is the official Chinese processing model. Use the evaluation interface

in the Scikit-learn[128] toolkit for results evaluation.

During the experiment, three baseline methods and two related methods in this chap-

ter were compared. The baseline method is CoreNLP’s direct syntactic subject method

(denoted as StanSubj), CoreNLP’s direct named entity extraction method (denoted as

StanNER), and the Bi-LSTM-CRF network structure based knowledge subject marking

method (denoted as Deep). The two methods in this chapter are: a separate method

in this chapter (denoted as Rough) and a method based on the method of this paper

to optimize the output of the Bi-LSTM-CRF network (denoted as Deep+Rough). The

optimization method is to take the intersection of the results from two methods.

In terms of evaluation indicators, in addition to traditional evaluation indicators (such

as accuracy precision, recall rate, F1 value, etc.), a new evaluation indicator is added, as

shown in the formula 4.4.

newEva(predict, golden) =
NearlyCorrectC(predict, golden)

C(golden)
(4.4)

Among them, predict is the set of knowledge subject extracted by experiment, golden

is the correct set of knowledge subject, C(golden) is the size of the correct knowledge

subject set , and NearlyCorrectC is the number of nearly correct subject of the extracted

knowledge subject. that is, the formula is used to evaluate the ratio of the ”nearly correct

knowledge subject” to the total number of correct knowledge subjects. The nearly correct

knowledge subject is judged as shown in the formula 4.5.

NearlyCorrect(p, g,minSame)

=


True, if sameC(p, g) > minSame and len(p) <= len(g)

False, the other

(4.5)

Where p is the predictive knowledge subject of a sentence, g is the correct knowledge
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subject, and sameC(p, g) is the number of identical Chinese characters between p and g

(not the number of participles) , len(p) and len(g) are the number of Chinese characters

for predicting the subject of knowledge and the correct subject of knowledge. The decision

condition for adding len(p) <= len(g) is to avoid the prediction that the subject length of

the knowledge exceeds the correct subject of knowledge and the completely wrong subject

of knowledge is also treated as the correct subject of knowledge. It can be seen that the

evaluation index gives some fault tolerance to the incomplete extraction of the knowledge

subject.

minSame = 0 is used during the evaluation of this experiment. The experimental

results are shown in the table 4.4.

Table 4.4: experiment results
StanSubj StanNER Deep Rough Deep+Rough

newEva 0.2788 0.4258 0.8592 0.3293 0.8773

Micro-Precision 0.0536 0.0928 0.7436 0.3182 0.7599

Micro-Recall 0.0536 0.0928 0.7436 0.3182 0.7599

Micro-F1 0.0536 0.0928 0.7436 0.3182 0.7599

Macro-Precision 0.0452 0.0747 0.5918 0.1820 0.6159

Macro-Recall 0.0416 0.0729 0.5793 0.1728 0.6037

Macro-F1 0.0426 0.0729 0.5834 0.1758 0.6077

Avg-Precision 0.06 0.10 0.78 0.35 0.79

Avg-Recall 0.05 0.09 0.74 0.32 0.76

Avg-F1 0.06 0.09 0.76 0.33 0.77

The experimental results show that the single Rough method is obviously superior

to the direct method of syntactic subject or named entity as the subject of knowledge.

The separate Deep method is superior to the Rough method and the first two methods.

However, if the result of the Rough method is used as the output optimization of the

Deep method, the combination of the two methods is higher than other methods in each

evaluation index.
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4.5 Conclusion

This chapter proposes a method for extracting knowledge subject in questions based on

attribute importance. Combining the existing method of named entity recognition and

syntactic subject analysis, from the perspective of rough set model and rough set at-

tribute importance. Starting, optimize the sequence labeling results for knowledge subject

extraction, and improve the overall knowledge subject analysis ability of the system. The

experimental results verify the effectiveness of the new method.

The following methods will be optimized from the following aspects: 1) differential

sample analysis, further analysis of the reasons for the difference with other methods, so

as to find the optimization direction; 2) on the basis of the dependency syntax tuple, add

other training features, optimize the effect of the overall characteristics; 3) continue to

collect or construct Chinese QA research corpus, and test the method in this way.



Chapter 5

Predicate Analysis for Knowledge

Triple

5.1 Introduction

The knowledge-based QA system analyzes the problem from both the knowledge subject

and the knowledge predicate. The knowledge subject corresponds to the Resource item

in the RDF knowledge tuple, and the knowledge predicate corresponds to the Properties

item in the RDF knowledge tuple. The complete knowledge tuple matching must be that

the knowledge subject and the knowledge predicate at the same time achieve the highest

match value. Whether the correct RDF entry will be matched will affect the accuracy of

the resulting answer. Therefore, the knowledge predicate matching of question questions

is one of the important links in question analysis.

Due to the uncertainty of knowledge expression and the uncertainty of semantic ex-

pression in Chinese language, Chinese knowledge predicate expression is very rich. On the

one hand, knowledge predicates may not be directly constructed directly using the par-

ticiples in the sentence. Under different expressions, the knowledge predicate expressions

in the question and the knowledge tuple predicate in the knowledge base are not neces-

sarily identical sets of words. Therefore, it is not possible to extract knowledge predicates

directly by syntactic analysis, but must assist the corresponding mapping rules.

On the other hand, even if the expression of the knowledge predicate of the question

can be expressed by the word segmentation in the sentence, the knowledge predicate of the

48
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Chinese short question sentence in the question and answer system is difficult to obtain

directly by the method of grammar analysis. Similar to the deviation of knowledge subject

and syntactic subject, knowledge predicate and syntactic predicate also have deviations,

and this situation is more common than knowledge subject deviation.

In addition, due to the flexible expression of Chinese expressions and the meaning of

Chinese characters, Chinese sentence subjects and knowledge subjects often have a large

number of omitted expressions of Chinese characters and words, which sometimes leads

to the lack of obvious syntactic features or predicate features of knowledge predicates in

the grammatical analysis results of Chinese sentences.

The above three points are the main difficulties in the analysis of knowledge predicates

in Chinese questions. Therefore, how to accurately match differently expressed questions

to the corresponding knowledge predicates is a problem that must be solved in the process

of knowledge element ancestor matching.

Aiming at this problem, this chapter gives a definition of the knowledge predicate

analysis problem for KBQA system from the perspective of rough set theory. On the basis

of this definition, a knowledge predicate analysis method based on rough set attribute

reduction theory is proposed. The Chinese word is regarded as the attribute of knowledge

expression, and the attribute reduction method and boundary domain of rough set are used

to mine out attribute words strongly associated with knowledge expression from a given

annotated question-knowledge tuple corpus, and enhance the weight of strong association

attribute words in subsequent matching by reducing attribute words of weakly associated

attributes, and then improves system performance.

5.2 Training

Given a training corpus of a knowledge-based question answering system, including a num-

ber of questions and their corresponding knowledge tuples, each question is represented

by ques, and the knowledge tuple corresponding to the question is represented by KT .

The training corpus is segmented and the common punctuation marks such as the ques-

tion mark in the question are removed to remove the influence of the higher frequency

punctuation marks such as the question mark on the conceptual analysis. For each pair



5.2. TRAINING 50

of questions in the corpus - the pairing of knowledge tuples, according to the word set

of ques and its KT , find the boundary field word set of each knowledge predicate, the

process is as follows:

S = S ∩ ques (5.1)

P = P ∩ ques (5.2)

bn(P ) = que− S − P (5.3)

The bn(P ) word set obtained at this time mainly consists of three parts: 1) boundary

domain words that construct the conceptual semantics of knowledge predicates; 2) seman-

tic boundary domain words that construct the concept of knowledge subject; 3) syntactic

words needed to construct complete sentences.

When the expression vocabulary of the predicate concept used in the question overlaps

with the expression vocabulary in the knowledge tuple, the partial word elements of the

boundary domain word set form the same concept as the knowledge predicate with a

certain grammar. In the process of knowledge predicate analysis, if there are a large

number of overlapping parts of sentence expression and knowledge predicate expression,

existing methods based on syntax analysis or similarity matching can map questions to

knowledge predicates; if sentence expressions and knowledge predicates If the expression

has no overlapping parts or there are few overlapping parts, it may be necessary to use

the boundary field word and the predicate decision rule to implement the link between

the question and the knowledge predicate.

If the vocabulary that is not related to the conceptual expression of the knowledge

predicate is reduced, the remaining boundary domain words will be closer to the syntactic

expression of the knowledge predicate, but the overly streamlined reduction results may

result in identification difficult of the expression of diverse sentences. For example, if

multiple expressions of the predicate concept of ”birthday” appear multiple times in the

original training corpus, while other predicate concepts have fewer training examples, the
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result of excessive reduction may result in only ”birthday” in the training corpus can be

distinguished from the expression of other knowledge predicates, but when other expres-

sions of ”birthday” appear in the test corpus, the expression fails because the expression is

reduced. Therefore, the attribute reduction principle of the decision system for knowledge

predicate rules is to retain as many words as possible with higher semantic expression and

to reduce the words that are weakly related to semantic expression.

Using the training matching of each question-knowledge tuple to do the processing

of the previous, the training matching pairs of each question-knowledge tuple can be

converted into a matching pair of knowledge predicate-boundary domain word sets. First

construct a knowledge predicate decision table DT = {U,A = C ∪ D,V, f}, and the

boundary domain word-knowledge predicate obtained after the above preprocessing. The

rule base is represented by U , the boundary domain word is the condition attribute C,

and the correct knowledge predicate complete expression is the decision attribute D =

{D1, D2, ..., Di, ...Dn}. The attribute value field V = {0, 1}, 0 means that the word does

not exist in the sentence, and 1 means it exists. U/D is used to represent the set obtained

by the equivalence division of the decision attribute set D on U. Ui ∈ U/D is a set of

elements marked as i in the set, and the corresponding decision is Di. u ∈ Ui → Di is a

rule on the decision table, [u] is the precondition of the rule.

In a certain decision equivalence division of the knowledge predicate decision system,

if an element appears repeatedly in the rule’s precondition, there may be two cases: 1) the

word is an important element of the knowledge predicate meaning of the target decision;

2) The word is an important element that constitutes the expression of a question, and

is one of the constituent elements of a certain question expression. Therefore, it is an

important step to divide the semantic predicate expressions and the semantic expressions

of the questions as much as possible. According to the existing rough set knowledge and

decision table theory, combined with the rough set reduction theory and decision coverage

definition, the following definitions of the rule front analysis table are proposed.

Definition 5.1 Given DT = {U,A = C∪D,V, f}，Ui ∈ U/D，D = {D1, D2, ..., Di, ...Dn},

we can get a DT ′ = {U∗, A = C ∪D,V, f}，in which :

u∗i = ∪{a|a ∈ C, f(a, u ∈ Ui) = 1} (5.4)
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U∗ = ∪{u∗i |Ui ∈ U/D} (5.5)

According to the definition of 5.1, the rule precondition analysis table is a collection

of the boundary domain words of the same concept in the training corpus, and a new

decision table is obtained after the collection operation. The main principle of this process

is to temporarily reduce the coverage of the knowledge predicate elements in the rule’s

precondition elements by merging the preconditions of the equivalent decision rules, so

that the conditional attribute words that are closer to the meaning of the knowledge

predicate are in the overall decision table. The frequency of the sentence is reduced but

still retained; while the knowledge predicate expresses the conditional attribute words

that are weakly related but strongly related to the semantic expression of the question,

although the word frequency is also reduced in the corresponding decision equivalence

division, but because it is closer to the question expression, therefore, remains high in the

decision table transformed by the question, and the coverage in the overall decision table

is still high, thus realizing the knowledge predicate element and the question semantic

element separation in frequency.

According to the reduction theory, if the attribute word a ∈ C exists in U∗ of DT ′ at

this time, it satisfies:

∑
U∗ f(a, u∗)

|U∗|
≥ β, 0 ≤ β ≤ 1 (5.6)

Then the attribute word a can be reduced. The principle of this step is that under the

premise that the strong related words have been down-converted, or without repeating the

results of the knowledge predicate decision, if the frequency of a word is too high, it means

that the word’s decision-making ability for knowledge predicate is not high. By reducing

the redundant words, we can obtain a set of words that are closer to the expression of the

knowledge predicate, which can be used for the judgment of the knowledge predicate.

Then the training process of the knowledge predicate rule system can be obtained, as

shown by the algorithm 5.1.
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Algorithm 5.1 training for knowledge predicate rule system
Input: training corpus

Output: rule system

1: For training corpus segmentation, for each question-knowledge pred-

icate match pair, use the formula 5.1~expression5.3 to calculate the

corresponding bn(P ) ;

2: build knowledge predicate decision table DT ;

3: Constructs a rule precondition analysis table DT ′ using the defini-

tion 5.1;

4: According to the formula 5.6, use the traditional frequent item min-

ing algorithm such as Apriori algorithm to reduce the frequent-1

items in the decision table after the collection process;

5: Returns the reduced DT ′ as a new knowledge predicate decision rule

system.

5.3 Testing

After the above processing of the training statement, a library of expression rules of

knowledge predicates can be obtained. When the conceptual expression of the knowledge

predicate in the sentence has no lexical overlap with the predicate itself, these rule bases

can be used to identify the knowledge concept expressed in the sentence. In addition, part

of the knowledge predicate itself is the composition of its conceptual expression. Therefore,

the test sentence after the word segmentation will perform two similarity calculations:

the first time the similarity calculation is performed with all the predicate or predicate

phrases, and the item with the highest similarity is returned; the second time is similar to

all the rule phrases obtained by the training. The degree calculation returns the predicate

corresponding to the item with the highest similarity. The similarity calculation method

adopts the cosine similarity method of the TF·IDF vector, and the predicate corresponding

to the highest value calculated by the two similarities is the analysis result.

However, in different question and answer systems, due to the different language ex-

pression styles and the focus on the field, the knowledge predicate in the question expres-
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sion and the knowledge predicate overlap ratio in the knowledge base are also different,

so two similarities are needed. The scaling is performed by multiplying a similarity result

by a weight adjustment factor of α before performing the comparison process.

In summary, the steps of the knowledge predicate analysis algorithm are shown in the

algorithm 5.2.

Algorithm 5.2 knowledge predicate analysis algorithm
Input: test statement, knowledge predicate decision rule system DT ′,

weight adjustment factor α

Output: test statement knowledge predicate

1: Segments the test statement to get the word segmentation sequence

and uses TF·IDF vector space to represent it;

2: traverses the predicate library, using the cosine similarity method to

calculate the similarity between the test statement and each predi-

cate/predicate phrase, and saves the largest similarity sim1 and its

corresponding predicate term kp1;

3: traverses the rule base, uses the cosine similarity method to calculate

the similarity between the test statement and each rule phrase, and

saves the maximum similarity sim2 and the corresponding predicate

term represented by the rule phrase kp2;

4: Weights the sim1 value, ie sim1 = sim1 ∗ α;

5: compares sim2 with the new sim1, if sim1�sim2, returns kp1, other-

wise returns kp2. The return item is the knowledge predicate sought.

5.4 Experiment

The experiment used KBQA subtask corpus in the NLPCC2016 evaluation competition

after the labeling process by Huang and other people [126, 127, 27], The training set

includes 14609 questions and their corresponding knowledge predicates, and the test set

includes 9870 questions and their corresponding knowledge predicates. The results of the

evaluation interface in the Scikit-learn[128] toolkit were used to evaluate the results. The

word segmentation uses the python interface version PYNLPIR of ICTCLAS[125].
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The experiment is divided into two parts: the comparison experiment and the perfor-

mance observation experiment. The specific implementation plan is as follows:

In the comparative experiment, this chapter uses three baseline methods for compari-

son. Method 1 is to directly match the similarity of the question to the predicate lexicon

(denoted as predCmp); the method 2 is to match the question and the predicate lexicon

with the original training question, and the question is regarded as the predicate expres-

sion without complete reduction(denoted as QtpCmp); Method 3 is to obtain the decision

analysis table DT ′ according to the initial decision table but not to perform reduction, and

then perform similarity matching operation, and no weight adjustment is performed during

the matching process (denoted as preRough), Method 4 uses the complete algorithm 5.1

and the algorithm 5.2 step to obtain the experimental results (denoted as fullRough). The

reduction step in the training process uses the Apriori algorithm, and the filter threshold

β is set to 0.75. The text vector space representation of tfidf is used for all texts, and the

matching operation uses the cosine similarity of the vector to calculate the score.

In order to observe more obvious performance change effects, the experimental results

of macro-average and micro-average correlation are displayed in groups by using the two-

axis method, with Precision, Recall, and F1 as categories. Since the numerical results of

the comprehensive average performance experiment are less fluctuating and the trend of

change is more obvious, only a single axis is used.

In the comparison experiment, when the weight adjustment coefficient α is 1.4, the

experimental results are shown in the table 5.1.
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Table 5.1: results of α = 1.4

predCmp QtpCmp preRough fullRough

Macro-precision 0.5974 0.5110 0.5889 0.5891

Micro-precision 0.5134 0.4593 0.5464 0.5468

Macro-recall 0.5106 0.4582 0.5444 0.5444

Micro-recall 0.5134 0.4593 0.5464 0.5468

Macro-F1 0.5168 0.4536 0.5336 0.5306

Micro-F1 0.5134 0.4593 0.5464 0.5468

Avg-Precision 0.61 0.52 0.59 0.60

Avg-Recall 0.51 0.46 0.55 0.55

Avg-F1 0.52 0.46 0.54 0.54

It can be seen that the preRough method and the fullRough method are superior to the

predCmp method and the QtpCmp method on most indicators. In the two indicators of

Average Precision and Macro-precision, the value of the evaluation index of the preRough

method and the fullRough method is slightly lower than that of the predCmp method.

The expression of knowledge predicates in the questions in the test corpus is relatively

straightforward, so there are more identical parts of the question and knowledge predicates.

In practical applications, the preRough method and the fullRough method can handle more

linguistic expressions.

In the performance analysis experiment, the experimental results are shown in the

figure 5.1~5.8.
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Figure 5.1: [1,2],step = 0.1(precision)
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Figure 5.2: [1,2],step = 0.1(recall)

Figure 5.3: [1,2],step = 0.1(F1)
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Figure 5.4: [3,20],step = 1(precision)

Figure 5.5: [3,20],step = 1(recall)
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Figure 5.6: [3,20],step = 1(F1)

Figure 5.7: [1,2],step = 0.1(overall)
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Figure 5.8: [3,20],step = 1(overall)

Figure 5.1 ~Figure 5.3 shows that the value of Precision, Recall, and F1 reaches the

maximum value when α = 1.4 (results are shown in the table 5.1). When α < 1.4, the

three types of indicators generally show an upward trend, and after α > 1.4, the overall

trend shows a downward trend. This is because when the input question in the system

is more inclined to express with a higher expression than the knowledge predicate, if α

is too small, the result of direct matching of the knowledge predicate cannot exceed the

knowledge predicate rule with more relative expression elements; if α exceeds a certain

value, the final adjusted sim1 value is too high, the predicate rule does not work.

Figure 5.4 shows that after α > 3, the precision of the Precision class will fluctuate,

but the highest peak still does not exceed the performance of α = 1.4; chap05:fig:3-20recall

~Figure 5.6 shows that in the [3, 20] interval, the performance of the Recall and F1 classes

generally showed a downward trend, and the peak value was not over performance at

α = 1.4. Figure 5.7 and Figure 5.8 show that α reaches the most in the range of [1.1, 1.6] for

Avg-Recall and Avg-F1 Good performance, after α ≥ 3, all the comprehensive performance

will not change.
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In summary, in the corpus used in this experiment, the value of α is set to about 1.4

to achieve the best performance of the system.

5.5 Conclusion

From the perspective of rough set theory, this chapter presents a new way of analyzing

the rules of knowledge predicate in Chinese knowledge question answering system, and

proposes a method of analyzing question predicate based on rough set theory. Compared

with the traditional method, this method can better recognize the expression of diverse

knowledge predicates on the basis of ensuring performance. The experimental results

verify the effectiveness of the method.

The advantages of the method proposed in this chapter are mainly two aspects: First,

when there are enough training examples, the method can store a variety of knowledge

predicate expressions; if the adjustment coefficient α is set enough, it can be output from

the rule match. The result is optimally selected from the output results directly matched

by the knowledge predicate list. However, there are still some problems in the methods in

this chapter, such as the combination or evaluation of synonym knowledge predicates, the

output selection of sim1 and sim2, so the subsequent problems still need to be optimized.



Chapter 6

Affective Computing for Short

Text

6.1 Introduction

Here we focus on two problems in short text analysis(Here a “short text”is defined as

a single sentence ended with a period. It is text different from the long paragraph with

more than 2 sentences and sentence relation within the paragraph). One is that, for social

dialogue or Twitter, the flexible change of spoken language and Internet language is very

common. Different from static document text such as a novel or a report, the new lan-

guage information can be dynamically added into the existing context, such as by sending

comments to a twitter or adding further explanations during a Human-Robot Interac-

tion. Another is that based on the running environment and system resource limits, the

system must allow the adjustment of the fineness of the semantic analysis and affective

computing. For example during a Human-Robot Interaction, sometimes the robot only

needs to classify the user’s input into tree sentiment classes: positive, neutral and negative;

while sometimes it also needs to discriminate the sentiment changing extent between two

sentences of the same class, such as from common positive to extreme positive. To solve

these problems, a language representation model named Synthetic and Computational

Language Model(SCLM) was proposed by Zhao Han et al.[103], which represents mod-

ifying and modified information using matrices and vectors respectively. In SCLM, the

modifying matrices contain more affective information than the vectors, while the modi-

63



6.2. PROPOSED METHOD 64

fied vectors contain more semantic information than the matrices. The determinant value

of the matrix will be the sentiment tendency value of a modifying word or a sentence part.

6.2 Proposed Method

6.2.1 Sentence Representation and Sentiment Measurement of SCLM

Using SCLM a single declarative sentence can be represented by Formula(6.1):

S =


T0, n = 0

T0 +
∑n

i=1Ci, n = 1, 2, 3, ...

(6.1)

T0 represents the main trunk clause of the sentence and Ci represents the subordinate

clauses. n means the amount of the subordinate clauses.

For T0 and each Ci, use Formula(6.2) to represent:

 m∏
j=0

Mkj

Vk, k, j,m = 0, 1, 2... (6.2)

Mkj or Vk is the smallest unit of the model representation. When k is 0, Vk represents

the main trunk T0, and when k is other integer, Vk represents the clause Ci. For each Vk

the elements in it represent the modified words in the sentence, and the elements in Mkj

must be corresponding to those in the modified vector. Formula(6.3) with Formula(6.4)

is an example using a vector of 4 dimension and the modifying matrix is 4 ∗ 4 size:

Vk =



subject

predicate verb/copula

direct object

indirect object


(6.3)
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Mkj =



DMsubj s− p s− d s− i

p− s DMprev p− d p− i

d− s d− p DMdobj d− i

i− s i− p i− d DMiobj



=



rowsubj

rowprev

rowdobj

rowiobj


(6.4)

In Mkj , “subj” means “subject”, “prev” means “predicate verb or copula”, “dobj” means

“direct object”, and “iobj” means “indirect object”. The elements on matrix diagonal

such as DMsubj are the most direct elements modifying the vectors(Directly Modifying).

rowsubj , rowprev, rowdobj , rowiobj represent the rows of the matrix. Elements at the other

positions show the hidden relations between the indirect modifying words and the modified

words. Because of the multiplying rules between a matrix and a vector, the element “A-B”,

different from the element “B-A”, has a directional meaning from A to B. For example,

“s-p” means the effects from the “subject” to the “predicate verb/copula”, and will function

on the “predicate verb/copula” part of the vector after the multiplying process, while “p-s”

means the effects from the “predicate verb/copula” to the “subject” and will function on

the “subject”. If the element on the position of “A-B” is empty, it means that there is no

modifying relationship from “A” to “B”.

For each Mkj , |Mkj | which represents the determinant value of Mkj , can be used as

a kind of sentiment value in the sentence. The determinant can be calculated using the

determinant calculation method in Linear Algebra[129][130]. Since the matrix rows have

corresponding modifying relationships with the vector elements, we can use the vector like

the one described in Formula(6.3) to represent the selected syntax features. So we can

say the selected syntax features of the given 4 dimension SCLM are “subject”, “predicate

verb/copula”, “direct object” and “indirect object”. If we get all the syntax features, the
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elements not on the diagonal can be deduced by the diagonal elements.

Here is a simplified example of decoding a sentence: “The film is painfully authentic,

and the performances of the young players are utterly convincing.”, using a vector of

4 dimension and matrices of the 4x4 size (For a clear formula expression we omit the

elements that are not on the matrix diagonal, and use “□” to represent an empty position

of the diagonal), like Formula(6.5). This sentence is selected from the Stanford Treebank

Dataset[131].

S = T0 + C1

= (M00)V0 +

 1∏
j=0

M1j

V1

=



The, painfully authentic

(is)

□

□





film

be

□

□


+O(and)[

the, (s), of the young players, utterly convincing
(are)

□
□

]


performance

be

□

□


(6.5)

6.2.2 Sentiment Measurement in Proposed Method

The idealized SCLM is very difficult to realize. One of the problems is that there is still

no effective definition for the operation of SCLM, such as matrice multiplying in C1 of

Formula(6.5). Another problem is that there is still no effective definition for us to get the

modifying value of hidden relation. For example, in the sentence “The performances of the

young players are utterly convincing. ”, we can get the modifying relation from “utterly” to

“convincing”, visually or based on the parsing tree[131], while it is difficult for us to get the
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modifying value from “utterly” to “performance”. In addition, SCLM depends too much

on the dependency parsing results, but recently there is still no effective tool for parsing

a sentence with complex semantic dependency relations into SCLM representation. So in

practical applications we usually use a simplified SCLM model to measure the sentiment of

a sentence. We construct only one matrix and use the determinant value of this matrix as

the sentiment value of the sentence. All the elements of the same parsing dependencies will

be abstracted and the average value of the sentiment tendencies will be used to calculate

the elements value in the modifying matrices. For example, in a sentence, the words

which are modifying the direct objects, both in main trunks and subordinate clauses will

be abstracted and the average of the sentiment values of them will be used. Then for one

sentence with no matter how many clauses it has, we just need to calculate the determinant

value of only one matrix. The matrix considers only the modifying words that directly

modify vector elements, and uses only the sentiment value on its diagonal.

Figure 6.1: Framework of Sentiment Matrix Constructor
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Figure 6.2: Row Unit: with a Model Unit inside
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The sentiment measurement of simplified SCLM is very good at discriminating the

sentiment changing of two similar sentences, but the sentiment analysis performance of

SCLM is unsatisfactory. To solve this problem, we develop a sentiment model based on

the SCLM, and focus on the task of sentiment analysis. A sentiment matrix constructor in

n dimension is mainly made up by n Row Units, a Matrix Generation Unit and a Matrix

Determinant Calculation and Adjustment(MDCA) Unit, illustrated in Fig.6.1. A Row

Unit example is illustrated in Fig.6.2, with a Neural Network Model inside used as Model

Unit(surrounded by a big gray rectangle), which is composed of several linear layers as

hidden layers and a nonlinear layer as output layer. The Model Unit receives the input

values of the Row Unit and after model function it will transmit the output values. A set

of output values from one Row Unit will be passed to the Matrix Generation Unit as one

row of the matrix. The Matrix Generation Unit will construct a sentiment matrix M , and

add a model bias b on the diagonal elements of M to get a new matrix M ′ (Details about

b will be introduced in Section(3.3)). The determinant value of M ′ will be calculated and

adjusted by the MDCA Unit and then we will get the final sentiment value of the sentence.

If we choose n syntax features of the sentence, the modifying matrix M of the proposed

method will be represented by Formula(6.6):
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M =



m11 m12 ... m1n

m21 m22 ... m2n

... ... ... ...

... ... mij ...

... ... ... ...

mn1 mn2 ... mnn



=



row1

row2

...

rowi

...

rown



=



f1(F1)

f2(F2)

...

fi(Fi)

...

fn(Fn)


, (i, j = 1, 2, ..., n) .

(6.6)

In Formula(6.6), mij is the matrix element on the row i and the column j, rowi is

all the elements on the row i, fi is the model function of the Model Unit corresponding

the row i, Fi is the set of feature values of the row i. The feature values are based on the

feature words, and details of the feature words and feature values will be introduced in

Experiment Section.
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6.2.3 System Training in Proposed Method

The training process is divided into two parts: Row Units training and MDCA Unit

training. We must train the Row Units at first and then train the MDCA unit. After we

input a training sentence into the system, each Row Unit of the system will be adjusted

based on the target sentiment value T of the sentence and the determinant value |M | of

the matrix M . The adjustment rate r will be calculated by Formula(6.7) :

r =
T

n
√
|M |

(6.7)

Since for real numbers, when the n is an even number, the object of the square root

operation must be a non-negative number. So we must make the |M | be a positive number.

A simple method is that we can add positive bias b on all the elements of the diagonal of

the matrix. The b must be large enough to keep the matrix determinant being a positive

value all the time. The new matrix with bias represented by M ′ will be represented by

Formula(6.8):

M ′ = M + b ∗ E

=



m11 + b m12 ... m1n

m21 m22 + b ... m2n

... ... ... ...

... ... mij ...

... ... ... ...

mn1 mn2 ... mnn + b


(6.8)

and the rate r and target sentiment value T should also be changed into Formula(6.9)

and Formula(6.10):

T ′ ≈ T + b (6.9)
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r′ =
T ′

n
√
|M ′|

(6.10)

If we want the determinant value to be positive, the matrix must meet a condition

that in each row the element value on the diagonal must be larger than the sum of the

absolute value of other elements[132][133][134]. In the system case, if all the elements in

Matrix M do not exceed 1, we can set the b with Formula(6.11):

b > n− 2 (6.11)

After getting the adjustment rate r, the r will adjust all the elements of the matrix,

and then the adjusted element values will be passed to the Row Units as training targets.

The procedures are illustrated in Fig.6.3. We can treat this step as a process to train

a regression Model for matrix M as input and matrix Mt as output (Mt is showed in

Formula(6.12)). Using Back-Propagation Neural Network Algorithm[115] the weights in

the Row Units will be changed.

Mt = M ′ ∗ r′ − b ∗ E (6.12)

In the Row Unit training, the training rate r is based on T + b and |M ′|, while in

most cases T ′ doesn’t equal with the T + b [130]. So after we train the Row Units, we

must train the MDCA Unit to do the adjustment. That means, we train a regression to

fit the n
√
|M ′| − b generated by the trained Row Units and the Matrix Generation Unit to

approach the real sentiment value T .
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Figure 6.3: System Training

6.3 Experiment

6.3.1 Environment Setting

We use a method which has been used by the research group of Stanford Treebank

Dataset[131] to represent the sentiment value. Using the continuous value from 0 to

1, and 0 means the most negative and 1 means the most positive, the sentiment value of a

sentence or a word will be represented by the value like a probability. Since the sentences

in Stanford Treebank Dataset are all short sentences, we also use the Stanford Treebank

Dataset as training corpus. The dataset is divided into 3 parts the same as in reference

[118]: of all the 11855 sentences, 8544 sentences are used for training the Row Units; 1101

sentences are used for training the MDCA Unit, and the last 2210 sentences are used for

test. The sentiment value on each sentences set is in a uniform distribution.

We use Neural Network(NN) to build and train the Row Units and MDCA Unit,and use

PyBrain toolkit to construct and train the NN units[135]. In each NN, the output layer uses

the Sigmoid Function[136][137] Layer and the hidden layer uses Linear Function. We train

the NN units until convergence but not exceed the max epochs 30. The sentiment matrix

is in 3 dimension corresponding modifying subject, direct object and indirect object, and

with bias b set to be 3 adding to each element on the diagonal of matrix. For each Row
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Unit, the NN layers and nodes are set by RULayer = [3, 3, 3, 3, 3, true], means 1 layer

with 3 feature nodes for input, 3 hidden layers with 3 nodes in each hidden layer, and 1

output layers with 3 output nodes, and with NNBias = True. The MDCA Unit is set by

MDCALayer = [1, 3, 3, 3, 1, true]. All the parameters of NNs are initialized by random

at the beginning of each training.

We use the dependency parsing module of the Stanford CoreNLP Toolkit [138] to ab-

stract the modifying dependency relations. Each dependency relation is directive from a

source word to a target word, for example, the relation advmod(adverb modifier) from

source word “convincing” to target word “utterly”. We first get all the Vector Feature

Words(VFW): both source and target words of all the subject-relative relations such

like nsubj(nominal subject), nsubjpass(passive nominal subject),etc., and passed to the

subject row of the vector. Then we get target words of all the direct-object-relative

relations and pass them to the direct object row, and get target words of all the indirect-

object-relative relations and pass them to the indirect object row. Then we abstract all

the sentiment-relative and modifying-relative relations such as advmod(adverb modifier),

amod(adjectival modifier), neg(negation modifier) , etc. and then use the target words

as Matrix Feature Words(MFW). The feature words will be passed to the matrix row,

vector feature words of which is the neast in the dependency parsing tree. After this step,

we can get initial vector feature words and initial matrix feature words from the example

sentence. The feature words were shown in Formula(6.13) and Formula(6.14), using

“□” to represent the empty position):

V FW =


vfwsubj

vfwdobj

vfwiobj



=


film, performance

□

□


(6.13)
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MFW =


mfwsubj

mfwdobj

mfwiobj



=


painfully, authentic, young, utterly, convincing

□

□


(6.14)

Based on the matrix feature words, we can get feature values Fi on each row, see

Formula(6.15): the average of sentiment values of the matrix features words on each row

AV G(mfwi), the average of sentiment values of the negative modifying words on each

row AV G(negi), and the average of the sentiment values of all the words in the sentence

AV G(S). The sentiment value of each word and the full sentence can be searched from the

sentiment dictionary of Stanford Treebank Dataset[131]. Empty positions of the matrix

represented by “□” will be set by 0.5 which means neutral or no sentiment modifying.

These matrix feature values will be used as the input of each Row Unit and the sentiment

value of the full sentence will be used as the target value T .

Fi = [AV G(mfwi), AV G(negi), AV G(S)] ,

(i = subj, dobj, iobj) .

(6.15)

The experiment is divided into three parts: regression, 3-classes classification and 5-

classes classification. The regression evaluation is based on Mean Absolute Error(MAE),

see the Formula(6.16):

MAE =
1

n

n∑
1

|ei| =
1

n

n∑
1

|fi − yi| (6.16)

ei means the error between the system output value fi and the target value yi. In our
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experiment, MAE value is not allowed to exceed 0.2, that means the sentiment value error

will not exceed a class distance of 5-classes of the Stanford Treebank: “very negative”,

“negative”, “neutral”, “positive”, and “very positive”.

The classification evaluation is compared with simplified SCLM and the sentiment

computing module of Stanford CoreNLP with a trained model on the official net. we

compare the performance of 3-classes and 5-classes classification among the three meth-

ods. The 3 classes include “negative”, “neutral”, “positive”, with the sentiment value

range of [0,0.4), [0.4,0.6), [0.6,1]. The 5 classes include “very negative”, “negative”, “neu-

tral”, “positive”, and “very positive”, with the sentiment value range of [0,0.2), [0.2,0.4],

[0.4,0.6], [0.6,0.8], [0.8,1]. The evaluation of classification is based on precision, recall,

F1 value, macro-precision, macro-recall and macro-F1 value, see from Formula(6.17) to

Formula(6.22):

Precisionc =
Tc

Tc + Fc
(6.17)

Recallc =
Tc

|Setc|
(6.18)

F1c =
2 ∗ Precisionc ∗Recallc
Precisionc +Recallc

(6.19)

MacroPrecision =
1

|C|
∑
c∈C

Precisionc

(6.20)
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MacroRecall =
1

|C|
∑
c∈C

Recallc

(6.21)

MacroF1 =
2 ∗MacroPrecision ∗MacroRecall

MacroPrecision+MacroRecall

(6.22)

6.3.2 Results and Analysis

We trained 31 models, with all the parameters initialed randomly at the beginning of each

training. Each train and test will spend about 5 hours. Then we choose two models: one

has best performance in 3-classes classification(represeted as “Best 3c Model”) and the

other has best performace in 5-classes classification(represeted as “Best 5c Model”). 3-

classes experiment results are listed in Table 6.1 and 5-classes experiment results are listed

in Table 6.2. We also list the 3-classes classification test results of the best 5-classes Model

in Table 6.3. The SCLM and the Best 3c Model have no successful results in 5-classes

experiment, because the precision and recall values of some sub-classes are 0. So we only

compare the 5-classes experiment results only between the CoreNLP and the proposed

method. The MAE value of the best 3-classes model is 0.1984, and the MAE value of the

best 5-classes model is 0.1787.

The classification results show that the proposed method can deal with 5-classes clas-

sification task successfully, and on most evaluation parameters of 3-classes, the proposed

method has improved most of the performances than the two method based on simplified

SCLM(only the recall of the neutral in 3-classes is not improved). The improvements are

showed in Table 6.4. The precision of Best 3c Model has been improved 1.42% ∼ 24.52%,

the F1 has been improved 1.60% ∼ 25.65%. When compared with the Stanford CoreNLP

in both 3-classes and 5 classes, there are also some cases that the new method has better

performance(the cases have been marked in bold). All the MAE values of these models

did not exceed 0.2.
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Table 6.1: 3-classes Experiment Results

SCLM SCLM(b) CoreNLP Best 3c Model
Precisionpositive 0.7273 0.8095 0.7761 0.8494

Precisionneutral 0.1772 0.1772 0.3881 0.1914
Precisionnegative 0.6000 0.6000 0.6612 0.8452

MacroPrecision 0.5015 0.5289 0.6085 0.6287

Recallpositive 0.0088 0.0187 0.7701 0.1551
Recallneutral 0.9974 0.9949 0.2005 0.9229
Recallnegative 0.0066 0.0033 0.8026 0.1557
MacroRecall 0.3376 0.3389 0.5911 0.4112
F1positive 0.0174 0.0366 0.7731 0.2623
F1neutral 0.3010 0.3008 0.2644 0.3170
F1negative 0.0130 0.0065 0.7251 0.2630
MacroF1 0.4035 0.4131 0.5996 0.4972

The results show that the proposed method is good at classification which attaches

more importance to precision. The results of 5-classes experiment also showed that the

proposed method is very good at dealing with extreme sentiment(“very postive” and “very

negative”). Compared with CoreNLP in 5-classes experiment, the precision of “very pos-

tive” has been improved by 17.55% and the precision of “very negative” has been improved

by 15.91%. However, the recall and F1-value of CoreNLP is much more excellent that the

prosed method. The recall performance of the proposed method still needs improvement.

6.3.3 Discussion

The recall values of the non-neutral classes of the proposed method are lower than CoreNLP.

One of the reasons is, the proposed method depends on the selected sentiment features

and sentiment value of the feature words. In the experiment, we choose 3 common features

(“subject”, “direct object” and “indirect object”) to construct the model. If the sentiment

distribution of a sentence does not cover most of these feature parts, or if the propor-

tion of sentiment distribution of feature words is much less than others, the model will

make mistakes. Another reason is, in the experiment, the empty positions of the matrix

represented by “□” are all set by 0.5, if the selected features can not represent most of

the sentiment distribution of the sentence, the measurement result will tend to neutral

class. This causes the lower recalls of the non-neutral classes and higher recalls of the
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Table 6.2: 5-classes Experiment Results

CoreNLP Best 5c Model
Precisionverypos] 0.6707 0.8462

Precisionpositive 0.4095 0.3290
Precisionneutral 0.3881 0.2078
Precisionnegative 0.4476 0.4509

Precisionveryneg 0.4947 0.6538

MacroPrecision 0.4821 0.4975

Recallverypos 0.2807 0.0276
Recallpositive 0.5901 0.2961
Recallneutral 0.2005 0.6992
Recallnegative 0.7156 0.2686
Recallveryneg 0.1685 0.1219
MacroRecall 0.3911 0.2827
F1verypos 0.3958 0.0534
F1positive 0.4835 0.3117
F1neutral 0.2644 0.3204
F1negative 0.5508 0.3366
F1veryneg 0.2513 0.2054
MacroF1 0.4319 0.3605

Table 6.3: Best 5c Model on 3-classes Classification Test

Precision Recall F1
positive 0.7966 0.4136 0.5445
neutral 0.2078 0.6992 0.3204
negative 0.7506 0.3531 0.4802
macro- 0.5850 0.4886 0.5325

neutral classes. And also, the random generated initial values of the NNs also cause the

uncertainties of model performance.

Due to these we plan to fix these defects from 3 perspectives. First, we will try more

feature designs by adding or changing features. Second, we will try to use some complex

method for the value filling of the initial matrix, for example, try to integrate information of

both feature elements and non-feature elements. Third, based on current trained models,

we will try to determine the relationship between the initial values of the NNs and the

trained model performance, and then optimize the initialized setting.
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Table 6.4: Performance Improvements on 3-classes test

Best 3c Model Best 5c Model
SCLM SCLM(b) SCLM SCLM(b)

Precisionpositive 0.1221 0.0399 0.0693 -0.0129
Precisionneutral 0.0142 0.0142 0.0306 0.0306
Precisionnegative 0.2452 0.2452 0.1506 0.1506
MacroPrecision 0.1272 0.0998 0.0835 0.0561
Recallpositive 0.1463 0.1364 0.4048 0.3949
Recallneutral -0.0745 -0.0720 -0.2982 -0.2957
Recallnegative 0.1491 0.1524 0.3465 0.3498
MacroRecall 0.0736 0.0723 0.1510 0.1497
F1positive 0.2449 0.2257 0.5271 0.5079
F1neutral 0.0160 0.0162 0.0194 0.0196
F1negative 0.2500 0.2565 0.4672 0.4737
MacroF1 0.0937 0.0841 0.1290 0.1194

6.4 Conclusion and Future Work

In this chapter a Sentiment Analysis method was proposed to deal with sentiment measure-

ment and classification using a Modifying-Matrix based Language Model. The regression

result shows that the deviation between the output sentiment and target sentiment does

not exceed a class distance of five-sentiment-class range. The classification experiment

shows that the proposed method has improved most performances than the simplified

SCLM, and in some cases it has a higher precision performance. However, the recall

performance of the proposed method still needs improvement.

The advantage of the SCLM and the proposed method is that it treats all the words

which contain sentiment information as modifying, including negative modifying. So we

don’t need to parse the complex syntax rules of the negative sentences. However, there is

a disadvantage that the proposed method ignores the negation of the same vector feature

position. For example, by the setting of the experiment, the difference between “I don’t

really like it. ” and “I really don’t like it” can not be recognized, because the word “really”

and “don’t” are at the same modifying position.

Due to these we will focus on improving the recall performance and try to recognize

the sentiment difference in finer granularity in the future work. We will focus on the

relationship between the initial values of the system and the performance after trained.
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And also, we will try to propose a complex operational model for matrices of SCLM to

keep the advantage of simplified SCLM.



Chapter 7

Contribution and

Recommendation

7.1 Summary of full thesis

In view of the three difficulties of short texts in QA system: semantic, knowledge and

emotion , this thesis solves five aspects in total:

1. In the application of the actual Chinese question answering system, due to the

characteristics of the Chinese language, there are a lot of uncertain expressions in

the question and answer sentence, which can be divided into two categories: the

uncertainty of knowledge expression and the uncertainty of semantic expression.

Because the existing matching degree calculation method is not suitable for a large

number of uncertain application scenarios, in order to solve the problem of knowledge

expression uncertainty, this thesis proposes a Chinese question and answer retrieval

method based on rough set knowledge discovery, which utilizes the attributes of

rough sets. The reduction method and the upper approximation concept find and

represent knowledge from the labeled question and answer corpus, and then combine

the traditional sentence similarity method to calculate the matching degree between

the question and the candidate sentence.

2. In Chinese DBQA, the semantic expression uncertainty of the question and answer

sentence is mainly caused by two aspects, one is the uncertainty caused by the Chi-

82
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nese word segmentation process, and the other is the rich expression form caused

by the Chinese language feature, which leads to semantic expression uncertainty.

Therefore, this thesis proposes a new method for Chinese DBQA. The rule acqui-

sition method based on the discrimination matrix is   developed, that is, based on

the obtained rules, the QA matching pattern obtained by training the QA can be

represented by the attribute words obtained after reduction, and then the words are

inversely expressed into the QA mode to represent The match score can then be

calculated using the attribute words in the test QA pair.

3. In KBQA, knowledge subject extraction is one of the important step for knowledge

base tuple association. The tagging and extraction of knowledge subject is similar

to syntactic subject tag and named entity tag, and can be regarded as a sequence

tagging problem. In this thesis, from the perspective of the importance of rough

set attributes, combined with the existing sequential annotation method used in

the named entity extraction and syntactic subject recognition methods, a serialized

annotation method for knowledge subject extraction in Chinese KBQA system is

presented, to improve the ability of existing methods to deal with the expression of

uncertainty in Chinese short sentences.

4. In KBQA system, the analysis of knowledge predicate information in a question will

have an impact on the overall matching effect of the knowledge tuple. Since there are

uncertainties in the expression of knowledge predicate information in Chinese short

questions, these uncertainties lead to the inability of existing methods to achieve

better results. From the perspective of rough set theory, this thesis proposes an

analysis method of knowledge predicate in question, which reduces the weakly related

expression of knowledge predicate in question, so that the expression in the question

can be strongly related to the knowledge predicate. Then it makes the question

more effectively match the knowledge predicates in the knowledge tuple, thereby

improving the overall knowledge predicate analysis ability of the system.

5. To improve the sentiment analysis performance of SCLM, a new sentiment analysis

method is proposed in this thesis. In the proposed method, a global modifying

matrix of a sentence will be constructed and determinant value of this matrix will be
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calculated and adjusted, and then the final value will be used as the sentiment value

of the sentence. The regression experiment shows that the deviation between the

output sentiment and target sentiment does not exceed a class distance of 5-classes.

The classification experiment shows that the proposed method has improved most

of the performance comparing to the simplified SCLM.

7.2 Future Directions

There are still some details to be solved in the method proposed in this thesis. For example,

the parameter validation problem of the knowledge discovery method mentioned at the

end of the chapter 2, resource consumption problems with pattern matching methods

mentioned at the end of the chapter 3, and so on. Since the number of different types

of questions and answers in the existing corpus is still small, solving these problems still

requires enriching and perfecting the existing corpus.

This thesis uses only the relevant corpus of two open domain Chinese question and

answer systems. The existing open source QA corpus is mainly related to English, and

the number of relevant open source corpora for the open field Chinese question answering

system is very rare. Therefore, the application of some methods in other types of corpus

and question answering systems has not been developed. For example, the two different

processing methods for tags mentioned in chapter 3 have certain performance differences

in the corpus used in the experiment, and whether the two tag processing methods will

have similar performance differences in other corpora, there are currently no other suitable

corpora to test.

Due to research time and research resources limitations, a complete QA system has not

yet been implemented. In addition, there is also a lack of certain interaction between the

five methods proposed in this thesis. For example, the application of knowledge subject

and knowledge predicate to the fast matching of the whole mass knowledge base tuple has

not been attempted. Therefore, the implementation of the complete question and answer

system will be carried out in the future.
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