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Abstract 

Objective: Material decomposition (MD) evaluates the elemental composition of human tissues 
and organs via computed tomography (CT) and is indispensable in correlating anatomical 
images with functional ones. A major issue in MD is inaccurate elemental information about 
the real human body. To overcome this problem, we developed a virtual CT system model, by 
which various reconstructed images can be generated based on ICRP110 human phantoms with 
information about six major elements (H, C, N, O, P, and Ca). 
Approach: We generated CT datasets labelled with accurate elemental information using the 
proposed generative CT model and trained a deep learning (DL)-based model to estimate the 
material distribution with the ICRP110 based human phantom as well as the digital Shepp–
Logan phantom. The accuracy in quad-, dual-, and single-energy CT cases was investigated. 
The influence of beam-hardening artefacts, noise, and spectrum variations were analysed with 
testing datasets including elemental density and anatomical shape variations. 
Main results: The results indicated that this DL approach can realise precise MD, even with 
single-energy CT images. Moreover, noise, beam-hardening artefacts, and spectrum variations 
were shown to have minimal impact on the MD.  
Significance: Present results suggest that the difficulty to prepare a large CT database can be 
solved by introducing the virtual CT system and the proposed technique can be applied to 
clinical radiodiagnosis and radiotherapy. 
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1. Introduction
In recent years, the problem of high-quality image-

reconstruction for computed tomography (CT) has drawn 
increasing attention [1–3]. CT has numerous medical 
applications, including disease diagnosis, differential 
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diagnosis, radiotherapy treatment planning, and surgery 
navigation. An especially important application is material 
decomposition (MD), in which the spatial density distribution 
of each chemical element in an object is evaluated based on 
CT imaging. MD is very useful for clinical radiotherapy and 
radiodiagnosis (e.g., kidney-stone characterisation, liver-fat 
quantification, and the identification of contrast-filled agent 
vessels) [4–6]. In addition, MD can help differentiate normal 
tissues from tumours, which have higher concentrations of 
hydrogen [7]. In proton therapy, the proton stopping-power 
ratio relative to water must be precisely determined during 
treatment planning [8]; according to the Bethe–Bloch equation 
and Bragg additivity rule, the mass fractions of the constituent 
elements (especially the six ‘macro-elements’ H, C, N, O, P, 
and Ca) are the key inputs in this calculation. However, all 
current approaches to predicting the stopping-power ratio use 
the effective atomic number [9], leading to less accurate 
results. 

MD is a nonlinear and nonconvex inverse problem [10]. Its 
theoretical frameworks can be classified into three categories: 
projection-domain processing [11–13], image-domain 
processing [14–16], and one-step-inversion processing 
[17,18]. In projection-domain methods, base material 
sinograms are obtained first; images for each material are then 
reconstructed using material-specific sinograms, reducing 
nonlinear effects that cause beam-hardening artefacts. 
However, these sinograms can suffer from mismatches in the 
projection data of each energy. In image-domain methods, 
which are widely applied in clinical and pre-clinical situations, 
materials are decomposed after image reconstruction. These 
methods are relatively simple because there is no requirement 
for projection registration. However, they depend heavily on 
the image reconstruction algorithm, and the results are 
sensitive to beam-hardening and other artefacts, as well as to 
resolution error. One-step-inversion approaches directly 
estimate the material information from spectral CT 
transmission data using iterative algorithms. Although the 
drawbacks of the first two methods can sometimes be avoided, 
the computational processing is slow owing to the complex 
analytical form of the models, and the accuracy relies on prior 
information and the choice of the regularisation term. In 
particular, the model’s settings need to be changed when it is 
applied to different situations. Thus, existing approaches to 
CT MD clearly require improvement. 

Deep learning (DL) has had a huge impact on science and 
industry. In particular, it is an ideal tool for image processing 
[19], because it integrates the linear and nonlinear elements in 
the inner products and activation functions. In recent years, 
DL-based approaches to medical imaging have obtained 
promising results for tasks such as sparse-view image 
reconstruction [20], cardiovascular-risk prediction [21], vessel 
segmentation [22], and lesion localisation [23]. Owing to their 
outstanding effectiveness in feature extraction and modelling, 

deep convolutional neural networks (CNNs) based on the U-
net [24,25] and VGG-16 [26] architectures have been 
proposed for multi-MD of spectral CT in the image domain. 
To apply DL-based approaches to MD, however, it is 
necessary to prepare a large database containing CT images 
and corresponding material information. In routine clinical 
tests, it may be unrealistic to collect these simultaneously for 
a large cohort.  

To overcome these challenges, we developed a DL-based 
virtual CT system model that generates reconstructed images 
based on ICRP110 human phantoms composed of the six 
macro-elements (H, C, N, O, P, and Ca). First, the X-ray 
spectrum of a real CT machine was estimated using 
appropriate techniques [27–30]. Second, a virtual CT system 
was developed with the same geometry settings as a real CT 
machine. Third, various virtual phantoms composed of H, C, 
N, O, P, and Ca were prepared. With the information of the 
material component in each pixel of a phantom, realistic 
sinograms could be produced using the estimated X-ray 
spectrum in the virtual CT device [31,32]. After image 
reconstruction, each pixel in the image could be associated 
with its corresponding material components. Fourth, a DL-
based model was trained and tested using the reconstructed 
images and their elemental compositions. Finally, the model 
was applied to real CT images.  

U-net and VGG-based convolutional network models were 
used to estimate the density distributions of the six macro-
elements. The training and testing were evaluated using 
reconstructed images of the digital Shepp–Logan (SL) 
phantom and ICRP110 human-phantom slices. The virtual CT 
system, implemented with four X-ray energy spectra, was 
applied to data acquisition and image reconstruction. Three 
different cases were considered: quad-, dual-, and single-
energy CT (QECT, DECT, and SECT), meaning CT images 
generated from four, two, or one polychromatic X-ray beams, 
respectively. The influence of beam-hardening artefacts, noise, 
and spectrum variations were analysed. Our results 
demonstrate that DL can predict the mass fraction of macro-
elements precisely, even when using SECT. Moreover, using 
the DL method, image quality ceases to be a drawback, as it is 
in image-domain approaches. These observations provide 
strong support for the implementation of this technique in 
radiodiagnosis and radiotherapy. 

2. Methods 

2.1 Data preparation 

The study was based on two categories of two-dimensional 
digital phantoms, that is, 54 biological tissue (BT) phantoms 
(in SL shape) and two ICRP110 human phantoms. Each of the 
former was constructed with three random BT materials from 
ICRU Report No. 44 [33–35]. The elemental compositions are 
listed in Table 1 [36]. The ICRP110 human phantoms consist 
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of a total of 566 slices of the whole-body scan of a male (220 
slices) and a female (346 slices). The detailed size and shape 
information of these two phantoms are shown in Fig. 1. As 
seen in Fig. 1, the structure of the SL phantom is simple, 

whereas that of the human phantom is more complicated, 
reflecting human anatomy. By using such different structures, 
the effectiveness of MD shape-information prediction could 
be tested. 

 

 
In addition, we prepared human phantoms by deforming 

from the ICRP110 human phantom to real CT images using 
deformable image registration (DIR). The real CT image 
datasets were collected from The Cancer Imaging Archive 
(TCIA) [37]. Thirty CT images from the head, lung, and pelvis 
regions were sampled from TCIA and the CT-to-density 
conversion for 120 kVp was adapted. Note that the adapted 
conversion does not correspond to that in the sampled images, 
so the DIR accuracy might be reduced. This inconsistency in 
CT-to-density conversion, however, is not significant, because 
we only want a deformed image including elemental 
information from ICRP110, where the accuracy of DIR does 
not greatly matter. Sequential preprocessing, such as 
removing the couch and/or supporter, was performed. Then, 
elastix [38] was used to perform DIR; the moving and the 

targeting images were the density ones of ICRP110 phantom 
(female) and the preprocessed TCIA image, respectively. 
Representative deformed images are shown in Fig. 2, where 
the parameter set used in DIR is also shown. These deformed 
phantoms were only used for the evaluation for model testing.  

The phantoms were projected via a virtual fan-beam CT 
implemented with four X-ray spectra: 80, 100, 120, and 6 MV. 
Images were reconstructed using an in-house program for the 
filter-back projection method with an SL filter; the sinogram 
size was 609 × 800. The details of the virtual CT system are 
described in the supporting information. Consequently, 54 
images of the BT phantoms and 566 images of the human 
phantoms as well as 30 images of deformed phantoms of each 
energy CT were obtained.  

 
 

Fig. 1 Representative distribution images for six elements (H, C, N, O, P, and Ca) in the Shepp–Logan 
phantom (top) and ICRP110 human phantom (bottom). 

 

Fig. 2 Examples of original ICRP images 
(first row), targeted TCIA images (second 
row), and deformed ICRP phantoms (third 
row). Fourth row: differences between 
TCIA and deformed images. All images 
were shown as the density. Parameters used in 
the deformable image registration (elastix) 
are listed in the table. 
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Table 1. Specifications of the phantoms used in this study [36]. 

 Training  Testing 

Name Biological tissue ICRP110 humans  Biological tissue ICRP110 humans Deformed phantoms 

Element H, C, N, O, P, Ca H, C, N, O, P, Ca  H, C, N, O, P, Ca H, C, N, O, P, Ca H, C, N, O, P, Ca 

Shape Shepp–Logan Whole body  Shepp–Logan Head/Lung/Pelvis Head/Lung/Pelvis 

Width (mm) 260 113–474  260 113–474 95-418 

Height (mm) 197 150–210  197 150–210 153-231 

Image (mm2) 300 × 300 512 × 512  300 × 300 512 × 512 512 × 512 

Slice(s)a 44 566  10 30 30 

No. of imagesb 2112 2264  10 30 30 

a: Number of phantoms (slices) used in training and testing. 

b: Number of images after data augmentation. 

2.2 Data pre-processing and augmentation 

To investigate beam-hardening effects in MD, an empirical 
correction term was applied in the projection domain (mainly 
to remove the cupping artefacts) [32]. Furthermore, Gaussian 
distributed noise was added to the reconstructed images to 
obtain a signal-to-noise ratio of ~20. Data creation codes, 
including virtual projection, reconstruction, and beam-
hardening correction, were developed using C++ and are 
available in the Github repository, 
https://github.com/hagaakihiro/VirtualCT 
 An example comparison of the reconstructed images with and 
without noise and beam-hardening correction using the 120-
kV spectrum is shown in Fig. 3. Augmentation was applied to 

increase data diversity, which enables more effective model 
training and improves robustness. In this study, the training 
data of BT phantoms were augmented by horizontal and 
vertical flipping, rotation with a maximum angle of ±20°, and 
random image cropping and patching (RICAP) [39]. A pre-
augmentation dataset of size 𝑁𝑁  resulted in an augmented 
dataset of size 48𝑁𝑁 . Note that flipping and rotation were 
applied in the image domain, while RICAP was used during 
the phantom-creation procedure so that the beam-hardening 
effects could be correctly treated. By contrast, the data of the 
ICRP110 human phantoms were augmented by adding a 
Gaussian deviation randomly in each anatomy, where a 
standard deviation of 5% for the mass density and 10% for the 
mass fraction of each element in a phantom slice were applied.

 

2.3 Model development 

In this study, we developed two MD models in the image 
domain based on the U-net and VGG architectures. CT images 
from SECT (120 kV), DECT (120 kV – 6 MV), and QECT 
(80 kV – 100 kV – 120 kV – 6 MV) were used as inputs, while 

the outputs were density images of the six macro-elements. 
We employed a 6-MV CT spectrum as one of the spectra 
because it has been found that kV–MV X-ray-beam pairs 
outperform kV–kV DECT in effective atomic number (EAN 
or 𝑍𝑍𝑒𝑒𝑒𝑒𝑒𝑒 ), electron-density (𝜚𝜚𝑒𝑒 ) ratio (EDR), and stopping-
power ratio (SPR) estimation. Note that MV CT has 
previously been applied in helical tomotherapy [40]; more 

Fig. 3 Reconstructed images using the 120 
kV spectrum for four different scenarios. 
BHC: beam-hardening correction. 
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recently, it has been used in conjunction with a kV X-ray beam 
[41]. In light of this prior work, we selected the combination 
of 120 kV and 6 MV for the input CT energy in the MD model. 

The U-net model had one contracting path with inputs of 
one, two, or four layers, which respectively corresponded to 
the reconstructed images of SECT, DECT, or QECT. After 
downsampling, the feature maps were concatenated in the 
bottommost layer. Upsampling and skip connection were 
subsequently performed to output six layers. Similarly, the 
VGG model had one stack of convolutional layers that 
extracted patches and features from one, two, or four input 
layers before the fully connected layers. Each convolutional 
layer was batch-normalised and activated by ReLU, except for 
the downsampling layers of the U-net model, where 
LeakyReLU was used after batch normalisation. The details 
of the two network architectures are shown in Fig. 4.  

To create a baseline, we also applied a DECT-to-EDR-
EAN lookup-table approach [36] to estimating the material 
density distribution, using the training sets for the human 
phantoms mentioned previously. The 𝜚𝜚𝑒𝑒  and corresponding 
𝑍𝑍𝑒𝑒𝑒𝑒𝑒𝑒  distributions were first reconstructed from the DECT 
analysis given in Ref. [32]; 𝑍𝑍𝑒𝑒𝑒𝑒𝑒𝑒  in each pixel could be 
obtained by solving for Z in 

 
< 𝜇𝜇 >𝐿𝐿

< 𝜇𝜇 >𝐻𝐻
(𝑍𝑍)

=
∑ 𝛼𝛼𝑖𝑖,𝐿𝐿 �𝑍𝑍4𝑓𝑓1�𝐸𝐸𝑖𝑖,𝐿𝐿� + 𝑍𝑍3𝑓𝑓2�𝐸𝐸𝑖𝑖,𝐿𝐿� + 𝑓𝑓3�𝐸𝐸𝑖𝑖,𝐿𝐿� + 𝑍𝑍𝑓𝑓4�𝐸𝐸𝑖𝑖,𝐿𝐿��𝑖𝑖

∑ 𝛼𝛼𝑖𝑖,𝐻𝐻 �𝑍𝑍4𝑓𝑓1�𝐸𝐸𝑖𝑖,𝐻𝐻�+ 𝑍𝑍3𝑓𝑓2�𝐸𝐸𝑖𝑖,𝐻𝐻�+ 𝑓𝑓3�𝐸𝐸𝑖𝑖,𝐻𝐻� + 𝑍𝑍𝑓𝑓4�𝐸𝐸𝑖𝑖,𝐻𝐻��𝑖𝑖

, (1) 

 
where 𝛼𝛼𝑖𝑖,𝐿𝐿(𝐻𝐻) is the energy fraction of the X-ray spectrum at 
energy 𝐸𝐸𝑖𝑖,𝐿𝐿(𝐻𝐻)  in the 𝑖𝑖th energy bin for lower (higher) tube 
voltage; < 𝜇𝜇 >𝐿𝐿(𝐻𝐻)  is the mean attenuation coefficient 
calibrated from the CT image for lower (higher) tube voltage; 

and 𝑓𝑓1~𝑓𝑓4 come from the regression or theoretical formulae 
for the photoelectric, Compton, and pair-production effects. In 
the present study, these are 
 
𝑓𝑓1(𝐸𝐸)  =  2.83 × 10−8 𝐸𝐸−3 , (2) 
𝑓𝑓2(𝐸𝐸)  =  3.45 × 10−6 𝐸𝐸−3 , (3) 

𝑓𝑓3(𝐸𝐸) = 2𝜋𝜋 �
1 + 𝐸𝐸
𝐸𝐸2 �

2(1 + 𝐸𝐸)
1 + 2𝐸𝐸

−
𝑙𝑙𝑙𝑙(1 + 2𝐸𝐸)

𝐸𝐸 �+
𝑙𝑙𝑙𝑙(1 + 2𝐸𝐸)

2𝐸𝐸

−
1 + 3𝐸𝐸

(1 + 2𝐸𝐸)2� , (4) 

 

𝑓𝑓4(𝐸𝐸)  =  
0.2545

137
(𝐸𝐸 − 2.332) .   (5) 

 
Following Ref [36], we assumed that the MD was being 

applied to types of tissue with different compositions, 
separated by a certain threshold in EAN (𝑍𝑍𝑒𝑒𝑒𝑒𝑒𝑒𝑡𝑡ℎ ). In this study, 
we set 𝑍𝑍𝑒𝑒𝑒𝑒𝑒𝑒𝑡𝑡ℎ = 7.5  as the threshold value. The normalised 
elemental mass fractions wi were obtained by fitting the EDR 
and EAN data to  

 
𝑤𝑤𝑖𝑖 =  𝑎𝑎𝑖𝑖𝜚𝜚𝑒𝑒 + 𝑏𝑏𝑖𝑖𝑍𝑍𝑒𝑒𝑒𝑒𝑒𝑒 + 𝑐𝑐𝑖𝑖𝜚𝜚𝑒𝑒𝑍𝑍𝑒𝑒𝑒𝑒𝑒𝑒 + 𝑑𝑑𝑖𝑖 ,    (6) 
 
where 𝑖𝑖 ∈ H, C, N and O for 𝑍𝑍𝑒𝑒𝑒𝑒𝑒𝑒 < 7.5,  and  𝑖𝑖 ∈ H, C, N, O, 
P, and Ca for 𝑍𝑍𝑒𝑒𝑒𝑒𝑒𝑒 ≥ 7.5. That is, we assumed one component 
of the human body to be composed of four elements (H, C, N, 
and O) with Zeff < 7.5, and the other to be composed of all six 
macro-elements, with Zeff ≥ 7.5. The parameters 𝑎𝑎𝑖𝑖~𝑑𝑑𝑖𝑖 were 
determined by fitting Eq. (6) with the dataset including 
(𝑤𝑤𝑖𝑖 , 𝜚𝜚𝑒𝑒 ,𝑍𝑍𝑒𝑒𝑒𝑒𝑒𝑒)  by a linear least-squared method under the 
constraint that ∑ 𝑤𝑤𝑖𝑖  =  1𝑖𝑖 . 
 



 
 

 

 
 
 

2.4 Training details 

The inputs of the aforementioned DL architectures were 
images with resolutions renormalised to 256 × 256 mm2. The 
models were trained with the mean squared error (MSE) loss 
function, the Adam optimiser, an initial learning rate of 0.001 
(which was reduced by a factor of 0.5 after five epochs without 
improvement), and a minimum learning rate of 0.00001. To 
validate the models and fine-tune the hyperparameters, 20% 

of the training data were used for cross-validation. 
Simulations of the data-preparation process and model 
training/testing were implemented using C++ and Python 
(with TensorFlow and Keras libraries), respectively. We used 
a Linux server equipped with an NVIDIA GeForce 2080Ti 
GPU with 64 GB of memory for the experiments in this study. 

2.5 Model effectiveness 

Fig. 4 Deep neural networks used for material decomposition. Top: U-net model, bottom: VGG model. The entire 
image (256×256) is input into the U-net model, whereas a patch (32×32) is used in the VGG model. Single-, dual-, 
and quad-energy CT images form a two-dimensional image with one, two, or four channels, respectively. The batch 
sizes N=32 and N=256 are used for U-net and VGG, respectively. The convolution kernel size is 3×3 for VGG and 
for upsampling in U-net, and 4×4 for downsampling in U-net. 
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The performance of the models was evaluated using the 
root mean squared error (RMSE) and structural similarity 
(SSIM) between the predicted density distributions of the six 
macro-elements and their ground truth. These metrics are 
defined as 

 

𝑅𝑅𝑅𝑅𝑅𝑅𝐸𝐸 = �
∑ (𝜌𝜌𝑝𝑝𝑝𝑝𝑒𝑒𝑝𝑝. − 𝜌𝜌𝑔𝑔𝑡𝑡)2𝑁𝑁

𝑁𝑁
, (7) 

𝑅𝑅𝑅𝑅𝑆𝑆𝑅𝑅(𝑝𝑝𝑝𝑝𝑝𝑝𝑑𝑑. ,𝑔𝑔𝑔𝑔) =
(2𝜇𝜇𝑝𝑝𝑝𝑝𝑒𝑒𝑝𝑝.𝜇𝜇𝑔𝑔𝑡𝑡 + 𝑐𝑐1)(𝜎𝜎𝑝𝑝𝑝𝑝𝑒𝑒𝑝𝑝.,𝑔𝑔𝑡𝑡 + 𝑐𝑐2)

(𝜇𝜇𝑝𝑝𝑝𝑝𝑒𝑒𝑝𝑝.
2 + 𝜇𝜇𝑔𝑔𝑡𝑡2 + 𝑐𝑐1)(𝜎𝜎𝑝𝑝𝑝𝑝𝑒𝑒𝑝𝑝.

2 + 𝜎𝜎𝑔𝑔𝑡𝑡2 + 𝑐𝑐2)
, (8) 

 
where 𝜌𝜌𝑝𝑝𝑝𝑝𝑒𝑒𝑝𝑝. and 𝜌𝜌𝑔𝑔𝑡𝑡 are the predicted and true density values, 
respectively. 𝑁𝑁  denotes the pixel number in the region of 
interest (ROI). The shape of the ROI was chosen as a rectangle 
surrounding the objects in each image. Here, 𝜇𝜇𝑝𝑝𝑝𝑝𝑒𝑒𝑝𝑝. (𝜇𝜇𝑔𝑔𝑡𝑡) and 
𝜎𝜎𝑝𝑝𝑝𝑝𝑒𝑒𝑝𝑝 (𝜎𝜎𝑔𝑔𝑡𝑡) indicate the average value and standard deviation 
of the predicted (true) density in the ROI, respectively, and 
𝜎𝜎𝑝𝑝𝑝𝑝𝑒𝑒𝑝𝑝.,𝑔𝑔𝑡𝑡  is their covariance. The values 𝑐𝑐1 = 0.0004  and 
𝑐𝑐2 = 0.0036  were assumed in the calculations. We used 
segment masks to limit the SSIM calculation to the anatomical 
regions only. 

One of the difficult tasks in MD is distinguishing between 
anatomies with similar attenuation coefficients (CT values) 
but different material weights. Therefore, it is worthwhile to 
verify the estimation accuracy in representative anatomies 
having such a relation. In this study, spongiosa in the sacrum 
and cartilage that appeared in the pelvic region, having similar 
CT values in the 120-kVp X-ray energy, were selected to 
demonstrate the performance of the DL-based MD. 

3. Results 

The RMSE and SSIM of the predicted MDs for both the SL 
phantom and ICRP110 human phantom are shown in Fig. 5. It 
was found that, in general, U-net predicted the MD more 
accurately in the SL and ICRP-human phantoms, while the 
VGG did better in the deformed human phantom.  

The improvement of the U-net model compared with the 
VGG model in the SL and ICRP cases mainly originated from 
the estimations of C and O, as shown in Fig. 6 (using the ICRP 
human phantom as an example). This was because the VGG 
model only learned local information (patches), whereas the 
U-net model was trained by using global information (the 

whole image). The structure of the SL phantom was simple; 
thus, the predictions of the two DL-based models were similar. 
However, when dealing with an anatomically more 
complicated human phantom, the U-net model did better. In 
addition, the predictions from QECT, DECT, and SECT in the 
two DL-based approaches showed similar accuracies: the DL 
framework, even when using SECT images, could obtain 
precise MD results. The influence of noise was subtle for both 
the U-net and VGG models in the predictions of the SL 
phantom. Although noise influence could be seen in the case 
of the human phantom, this behaviour was less pronounced in 
the U-net model than in the VGG model. These findings 
indicate that shape information is important in the DL-based 
method, as explained previously.  

However, with the deformed human phantom, the VGG 
model outperformed U-net, because the anatomical structures 
learned from the training data could be only partly used in the 
prediction (testing data). The fact that the RMSE in the VGG 
model for the deformed human phantom was comparable with 
that for the ICRP human phantom implies that the model 
training in VGG almost converged. On the other hand, the 
result also implies that U-net needs more training data, i.e., 
variety of anatomical shapes, to achieve its maximum 
potential performance. Overall, it can be said that, while both 
VGG and U-net predict elemental information for the human 
body, VGG is better for a small cohort size and U-net for a 
large one. The accuracy of both models slightly increased with 
the number of CT images with different energy spectra used 
in the prediction. More importantly, DL models can predict 
the material-density distribution with high accuracy using 
only SECT images.  

The influence of beam-hardening effects was also 
compared for different models and phantoms. As expected, 
both DL-based models produced almost the same results by 
using the images with and without beam-hardening correction 
for the two phantoms. This result shows that the DL-based 
model is very robust for noise and/or image artefacts. 

The kV–kV DECT method had the worst performance: the 
RMSE and single-SSIM dramatically increased, especially 
when noise was added. This method predicted the elemental 
information only from pixel-value information, never 
considering structural information; therefore, it was obviously 
at a disadvantage compared with the DL-based model. 



  
 

 

 

 
 
 
 
 

Figure 7 shows an example of the predicted material 
distributions (in male lung tissue) from the U-net and VGG 
models by SECT, DECT, QECT, and the baseline method 
with kV–kV DECT, as well as the ground truth. No noise or 
beam-hardening correction was applied. Qualitatively, the two 
DL-based models had good prediction results for the six 

macro-elements in all three CT cases. In particular, the 
detailed structure of the spinal cord could be reproduced well. 
However, the kV–kV DECT method generally yielded worse 
results and failed to predict the O density precisely in the 
spinal cord.  
 

Fig. 5 Average root mean squared error (top: RMSE) and single-structural similarity (bottom: 1-
SSIM) of the predicted material distributions for the Shepp–Logan and (ICRP and deformed) human 
phantoms. BHC indicates that the beam-hardening artefact was corrected in the reconstructed image. The 
dotted bars indicate the corresponding results without noise. 

 

Fig. 6 Average root mean squared error of the predicted material distributions for the six elements of 
the ICRP110 human phantom (without beam-hardening correction and noise).  

 



 
 

The residual maps between the predicted material 
distributions and ground truth in various situations are 
illustrated in Fig 8. The two DL-based approaches were 
insensitive to the number of X-ray energy spectra. The results 
from the U-net model generally had smaller errors compared 
with those from the VGG model. The enlarged panels show 
that the U-net model better preserved the shape. Similarly, 
relatively large errors were found for C and O compared to the 
other four elements. This is because there are large diversities 
in the density distributions of C and O in biological tissues: 
when the total density is the same, the densities of C and O in 

different tissues are quite different, as shown in Fig. 6. Thus, 
it is difficult to predict the density distributions accurately.  

Figure 9 shows the residual map of DL-based MD (the U-
net model)  using SECT in the pelvis region, where the sacrum 
(spongiosa) and a sample of cartilage having similar CT values 
are the focus of attention. As shown in Table 2, DL-based MD 
can distinguish between them, even though the actual material 
weights differ significantly. This result also indicates that the 
accuracy of MD using SECT is still high and the DL-based 
method effectively uses not only CT value information but 
also global shape information. 
 

Fig. 7 Example of predicted material-composition distributions. 



 
 

 

 

 

Fig. 8 Residual maps of the areas shown in the predicted material-composition distributions. 

 

Fig. 9 Residual maps in deep-learning-based material decomposition (the U-net model) using single-
energy CT for sacrum (spongiosa) and cartilage. Upper Left: whole image. Lower Left: image focused on 
sacrum (spongiosa) and cartilage. Remaining images: residual map of each element. 
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Table 2. Characteristics of sacrum (spongiosa) and cartilage, and the material density estimated by deep-learning-based 
material decomposition (the U-net model) using single-energy CT. Parentheses: root mean squared error. 

Organ Attenuation 
coefficient 
(120 kVp) 

Total 
density 
[g/cm3] 

H [g/cm3] C [g/cm3] N [g/cm3] O [g/cm3] P [g/cm3] Ca 
[g/cm3] 

Sacrum 
(spongiosa) 

0.2129 1.05 0.111  

(0.0256) 

0.410  

(0.0922) 

0.030  

(0.0238) 

0.477  

(0.1027) 

0.007  

(0.0264) 

0.015  

(0.0277) 

Cartilage 0.2261 1.098 0.094  

(0.0085) 

0.114  

(0.0889) 

0.027  

(0.0043) 

0.840  

(0.0984) 

0.023  

(0.0064) 

0.000  

(0.0131) 

 
As mentioned above, the first step in connecting our 

strategy to the clinic is to estimate the X-ray spectrum of a real 
CT machine precisely. The mean absolute error (MAE) of the 
estimated spectrum presently can range up to 20% [27]. The 
MAE is defined as  

 

𝑅𝑅𝑀𝑀𝐸𝐸 =
1
𝑁𝑁
� |𝑦𝑦𝑖𝑖 − 𝑔𝑔𝑖𝑖|
𝑁𝑁

𝑖𝑖

, (9) 

 
where 𝑖𝑖 denotes the energy bin (1 keV for the kV spectra), and 
𝑦𝑦𝑖𝑖  and 𝑔𝑔𝑖𝑖 are the estimated and true fractions, respectively, of 

the 𝑖𝑖 th bin. Thus, we studied the influence of the spectral 
variations in the case of 120 kV SECT for the human phantom. 
Using the SPEKTRA toolkit [42], various X-ray spectra were 
generated at a tube voltage of 120 kV by uniformly sampling 
the ripple in the range 0%–100%, Al-filtration thickness in the 
range 0–5 mm, and Cu-filtration thickness in the range 0–1 
mm. Spectra with MAEs of 5%, 10%, 15%, and 20% 
compared with the base spectra (the 120 kV spectrum shown 
in the supporting information) were selected, as shown in Fig. 
10. 
 

 
 

 
 
 

The training for the human phantom was performed using 
the base spectrum of 120 kV as described previously, while 
for testing, the images from the eight different 120-kV spectra 
that were applied during acquisitions and image 
reconstructions were used. We included noise and beam-
hardening corrections. The predicted average RMSEs of the 

six elements are shown in Fig. 11. Compared with the case of 
the base spectrum, during testing, deviations of the spectrum 
(MAE) up to 20% had little impact on accuracy. Thus, even if 
the spectrum of a real CT machine is not precisely estimated, 
the DL-predicted results are still reliable. Again, the U-net 
model outperformed the VGG model.  

 

Fig. 10 Under- (left) and over- (right) estimated 120-kV X-ray spectrum (mean energy of the base spectrum: 59.3 
keV). The mean energies for the underestimated spectra are 59.1 keV (5%), 57.7 keV (10%), 57.2 keV (15%), and 55.1 keV 
(20%), while those of the overestimated spectra are 59.4 keV (5%), 60.1 keV (10%), 60.7 keV (15%), and 62.5 keV (20%). 
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4. Discussion 

In this study, we proposed a strategy for estimating 
elemental composition using DL without requiring a large 
cohort of real humans. Based on the virtual CT system and the 
estimated energy spectrum of a real CT machine, we 
performed training and testing using reconstructed images 
from digital phantoms. It was observed that, in the DL 
framework, the results were insensitive to noise, beam-
hardening effects, and spectrum variations, indicating that the 
strategy was appropriate. 

Extant model-based MD algorithms require either DECT or 
multi-energy CT images [26,36,43–47]; SECT’s ability to 
differentiate soft tissue is inherently limited, because the 
attenuation coefficient can overlap considerably between 
different body materials at a fixed energy spectrum. 
Nevertheless, as photon-counting detectors have only recently 
been introduced into CT practice and the cost of DECT is 
relatively high, SECT is still the most commonly implemented 
form of CT in clinics, though the use of DECT has increased.  

The DL-based approach in this study realised accurate MD 
using SECT. This is because DL extracts not only the values 
of the attenuation coefficients but also the shape information 
and even higher-order characteristics of human phantoms with 
complicated anatomical structures. Consequently, the 
proposed DL-based method has great potential for clinical 
applications, and it provides an additional solution for MD.  

The above discussion should not be taken to imply that a 
higher-energy-multiplicity CT image does not significantly 
improve the prediction accuracy. In fact, as seen in Fig. 5, the 
DECT DL model was more accurate than the SECT DL model, 
and the QECT DL model was more accurate than either. 
Rather, we emphasize that the present study reveals the 
importance of structural information in addition to 
quantitative CT values in MD prediction. 

 
Most MD methods only decompose tissues, such as fat, 

blood, and bone [26,43–45]. Very few investigations have 
focused on macro-elements until recently [36,47]. The 
proposed DL-based method has great potential for application 
in radiodiagnosis and radiotherapy treatment planning. In a 
previous study, Hünemohr et al. [36] proposed the derivation 
of elemental mass fractions by a linear fit of the EAN and EDR 
via DECT. However, the calculations were only performed 
using the reference CT numbers of the biological tissues. 
Moreover, as this study has shown, the use of DECT has 
weaknesses due to noise. This result may have significant 
implications for particle-therapy treatment planning. 

By contrast, in this work, we have actually performed MD 
prediction, advancing the approach of Hünemohr et al. by 
considering the entire process, including phantom creation, 
CT scan, image reconstruction, model development, and 
model training and testing. The simulation environment 
makes it feasible to study the effects of noise, beam hardening, 
and other clinical issues, such as the influence of different CT 
machines, energy spectra, and projection numbers. Our 
approach can overcome the problem of small data cohorts, 
which appears frequently in DL-based approaches, to create 
various human phantoms via a Gaussian distribution model 
for material density in each anatomy. This can be further 
developed by combining it with non-rigid deformation to 
create a general human-phantom library [48–50] in the way 
that we created the model test datasets.  

In the method proposed by Hünemohr et al. [36], the EAN 
and EDR were calculated using the known elemental 
compositions of each biological tissue. In a clinical situation, 
these quantities are obtained using the DECT method [51–53], 
which, however, has been proven to be sensitive to variations 
in CT number [32,54]. Therefore, MD becomes a two-step 
approach (CT number – EAN and EDR – elemental fractions). 
Error propagation will further render the results inaccurate. As 

Fig. 11 Average root mean square errors of the six elements with eight different 120 kV energy spectra during the 
testing (with beam-hardening correction and noise) for the human phantom. 
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a result, image-domain methods always require high-quality 
reconstructed images as inputs. The DL-based approach, 
however, is insensitive to the influence of noise and beam-
hardening effects, as shown in Fig. 5. Moreover, it is a one-
step process that directly connects the CT image(s) to the 
elemental fractions. These two aspects ensure that our method 
is valuable for clinical applications. 

Our study has several limitations. First, the estimated 
densities of C and O still had relatively large errors. This is 
because the CT images (reference biological tissues) of the 
whole body in the human phantom (in the BT phantom) were 
used for training and testing. The CT values of the brain white 
matter and prostate are almost the same, but the densities of C 
and O in these two organs differ greatly. The C (O) density of 
the former is approximately 0.20 g/cm3 (0.69 g/cm3), while for 
the latter, the density is 0.09 g/cm3 (0.81 g/cm3). As suggested 
by Fig. 10, a possible way to improve our results is to use a 
specific region only, that is, to use the limited images or 
biological tissues from the pelvic region in the training and 
testing. Second, the proposed strategy is still incomplete. The 
base spectra in our study were not obtained from real CT 
machines, and well-trained DL models have not yet been 
clinically applied. The present study only examined the 
feasibility of this strategy. Future studies should use a real CT 
machine; after training, the DL model should be tested in the 
clinic using real CT images as inputs to identify abnormal 
tissues and dose calculations for hadron therapy.  

5. Conclusions 

We proposed an MD strategy to estimate the density 
distributions of the macro-elements via deep learning. 
Through a simulation study, we found that the U-net model 
can estimate elemental compositions precisely, even with 
single-energy CT images as inputs. The results are insensitive 
to the influence of noise, beam-hardening effects, and 
spectrum variations. These observations demonstrate that our 
method is potentially useful for clinical applications.  
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