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An efficient framework for constructing speech
emotion corpus based on integrated active
learning strategies
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Abstract—Speech emotion recognition has been developed rapidly in recent decades because of the appearance of machine
learning. Nevertheless, lack of corpus remains a significant issue. For actual speech emotion corpus construction, many professional
actors are required to perform voices with various emotions in specific scenes. In the process of data labelling, since the number of
samples of different emotion categories is extremely imbalanced, it is difficult to efficiently label the samples. Hence, we proposed an
integrated active learning sampling strategy and designed an efficient framework for constructing speech emotion corpora in order to
address the problems presented above. Comparing experiments with other active learning algorithms on 13 datasets, our method was
shown to improve sampling efficiency. In addition, it is able to select small category samples to be labelled with preference in
imbalanced datasets. During the actual corpus construction experiments, our method can prioritize selecting small class emotion
samples. As even when the amount of labelled data is less than 50%, the accuracy rate still can reach 90%. This greatly enhances the
efficiency of constructing the speech emotion corpus and fills in the gaps.

Index Terms—Affective computing, Speech emotion recognition, Corpus construction, Active learning, Imbalanced dataset
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INTRODUCTION

A FFECTIVE computing is currently one of the most cru-
cial research topics that aim to enable intelligent sys-
tems recognize, feel, interpret and generate human emotions
[1]. It has broad prospects in many practical applications. In
robotics, affective computing is essential for designing col-
laborative or service robots which can interact with humans
smoothly [2] [3]. In education, it can be used for improving
the learning process and knowledge transfer according to
the mental state of students [4] [5]. In psychology, potential
psychological problems such as depression can be discov-
ered in advance by analyzing the information of the patients
(61 [71.

Since the concept of affective computing was first pro-
posed by Picard in the 1990s, research on affective com-
puting has attracted a lot of attention from academia and
industry. Fasel [8] made a detailed analysis and summary
of the most effective facial expression recognition system in
the past ten years. Coan [9] used brain waves captured by
sensors to analyze changes in emotions. Ren [10] proposed a
mental state transfer network to describe the dynamic pro-
cess of human emotions. Poria [11] reviewed the unimodal
to multimodal affective computing.

In general, affective computing research fields could
be classified into the following major categories. Emotion
recognition based on facial expressions [12] [13]: Human
emotions can often be revealed naturally and directly
through facial expressions. Emotion recognition based on
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language text [14] [15]: The content of human commu-
nication and written text contains the authors’ opinions,
attitudes and emotions at the time. Emotion recognition
based on physiological information [16] [17]: It can detect
human emotional states, such as heartbeat, blood pressure,
etc., by monitoring and analyzing the user’s physiological
signals. In addition, there are also emotion recognition based
on body movements, speech, and so on.

Speech plays a crucial role in human society since it is
one of the information conveyed by human communication.
With the joint efforts of researchers in recent decades, speech
emotion recognition has been rapidly developed [18] [19]
[20], especially the emergence of machine learning in recent
years has greatly promoted this boom [21] [22] [23]. Machine
learning relies on large amounts of data for training, which
makes the datasets in the current research on speech emo-
tion recognition become precious and indispensable. The
construction of corpus labeled data samples is a huge project
with extremely high cost, which often requires countless
manpower and material resources. It not only requires
professional actors to record, but also the recorded voice
fragments have to be manually screened and annotated.

The current methods of constructing datasets usually
have the following shortcomings: 1. Most of the datasets are
obtained by professional actors performing in a given scene,
so the scene is relatively single, the emotional performance
is relatively exaggerated, and the naturalness is not high.
2. In the process of labeling speech utterances, due to the
uneven distribution of different types of emotions, it is
impossible to prioritize the screening of rare samples. The
annotator is required to listen to all the speech utterances
one by one, and the labelling cost is high. 3. Datasets are
mostly collected in specific scenarios. In actual application
scenarios, the accuracy of speech emotion recognition will



IEEE TRANSACTIONS ON AFFECTIVE COMPUTING, VOL. XX, NO. XX, 2021

be low due to different languages, different speaking styles,
and different application scenarios.

Lack of emotion corpus restricts the development of
deep learning in the field of speech emotion recognition. To
cope with the problem of insufficient datasets, researchers
often use data enhancement in speech emotion experiments
to increase the number of corpus samples [24] [25] [26],
which expands the amount of data. Since the target voice
is generated by the algorithm, it is impossible to ensure
the quality of the voice. There are also some studies [27]
[28] [29] [30] that make up for the shortcomings of the
corpus through the form of cross-corpus, but it can’t solve
the problems fundamentally because of insufficient datasets.
In the process of constructing the corpus, some tools for
labelling emotion types were invented [31] [32] [33], which
improved the efficiency of constructing the corpus to some
extent but required the annotator to listen to the voice from
the beginning to the end. Therefore, how to construct a
corpus suitable for specific application scenarios quickly,
efficiently and at low cost is the focus of this paper.

According to our knowledge, there is not much research
and application for the improvement of the efficiency of
labeling samples in the construction of speech emotion
datasets. The purpose of active learning [34] [35] is to select
the most valuable samples for the current model through
certain screening strategies. It is mainly composed of five
core parts, including: unlabeled sample pool, screening
strategy, labeling experts in related fields, labeled sam-
ple pool, and target classification model. Active learning
combines the above five parts into the same process, and
updates the performance of the classification model, un-
labeled sample pool, and labeled data set in an iterative
training method until the target model reaches the preset
performance or no longer provides labeled data.

In this paper, we present an active learning method to
improve the construction efficiency of speech emotion data
sets in the labelling process of constructing the emotion
corpus. Our method is divided into the following steps.
First, use a small number of labeled samples to train a logis-
tic regression classifier, predict all unlabeled samples, and
use the predicted probability to find the samples with the
most unclear category, which we call uncertainty sampling.
Then, use the feature relationship of all unlabeled samples
to find the sample at the feature center in the feature space,
and filter out the most a representative sample, which is
representative sampling. Next calculate the feature distance
between the unlabeled sample and the labeled sample one
by one and select the samples that are different from the
labelled samples, which is diversity sampling. Finally, by
using the probability of the unlabeled data and labeled data,
select the unlabeled samples which make all categories have
the same distribution. Therefore, the samples selected by
our method have the characteristics of strong uncertainty,
strong class representativeness, strong feature diversity, and
strong complementarity between classes. Compared with
other active learning algorithms, the experimental results
show that our algorithm is significantly better than other
algorithms in screening small class samples.

To solve the problem of the lack of datasets in the
field of SER, we designed a framework for speech emotion
corpus construction. The framework integrates the newly
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proposed active learning strategy, and at the same time
uses voice activity detection, feature extraction and other
technologies. The raw voice of our framework is not limited
to the performance of the actors, so it can be adapted to
voice data collection in different scenarios. The framework
first splits long raw data into segments by using endpoint
detection. After simple filtering, uses opensmile [36] feature
extraction tool to extract the features of all filtered segments
as unlabeled datasets. Finally, by using the proposed active
learning method, screen out the samples for labelling. The
framework can be applied to data collection in different
voice scenarios, and has the characteristics of high natural-
ness, flexibility, and high efficiency. In this work, we take TV
drama videos as the data source. After subjective listening
and discriminating experiments, our scheme has achieved
excellent results.

The main contributions of our work are summarized as
follows:

1) We proposed a new active learning strategy using
cross entropy distance for the sampling of imbal-
anced datasets.

2) Based on the new strategy, we proposed an inte-
grated active learning method, which can not only
improve the efficiency of overall sampling, but also
give priority to the small class samples of imbal-
anced dataset.

3) We designed a framework for constructing emotion-
al speech emotional corpus. The proposed frame-
work can be applied to the audio collection in
different scenarios.

4) Regarding the lack of corpus in the field of speech
emotion recognition, our work provides an efficient
method for constructing a speech emotion corpus.

The rest of the paper is arranged as follows. The second
section introduces the research work related to our research.
The third section introduces the newly proposed active
learning strategy and the framework for constructing the
speech emotion corpus. The fourth section shows the com-
parative experiments between our active learning strategy
and other methods, as well as the subjective evaluation
results in the actual construction of the emotional corpus.
We also have a discussion on the efficiency of our proposed
method strategy combination, calculation efficiency, param-
eter selection, and speech emotion corpus construction. In
the fifth part, we make a summary of our work and a
description of the future work.

2 RELATED WORK
2.1 Speech Emotion Recognition

Speech emotion recognition is a kind of classification su-
pervised learning. There are two main types of emotion
description, discrete emotion description model and dimen-
sional emotion description model. The discrete emotion de-
scription model is popular in the psychology field. Paul Ek-
man [37] proposed the six basic emotions of Anger, Disgust,
Fear, Happiness, Sadness, and Surprise, which are widely
used in computer science, especially affective computing.
Plutchik, R. [38]. proposed the Plutchik mood wheel with
8 emotions., and other complex emotions are composed
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of a combination of these eight emotions. Regarding the
classification of emotion types, there are many discussions
in the academic circle such as [39] [40]. The frequency of
expression of emotions in daily life is different. For exam-
ple, neutral emotions are often more than other emotions.
Therefore, the process of emotion corpus construction faces
the problem of imbalanced emotion data sampling.

Regardless of research or practical application, the con-
struction of the speech emotion corpus in a specific sce-
nario is a very important link. IEMOCAP corpus is widely
used in the field of speech emotion recognition, which
was collected through a form of impromptu performance
performed by 10 actors in a specific environment [41] . The
German emotional speech corpus Emodb was recorded by
the Technical University of Berlin, which collected speech
data of a total of 10 Germans showing different emotions
[42]. And the Belfast sentiment corpus [43] was obtained
by the interpretation of 5 paragraphs by a total of 40
recorders from Queen University. For the construction of
the speech emotion corpus, Cowie et al. [31] developed
the FEELTRACE emotion tagging system, which is based
on the establishment of emotion valence and activation
models and provides standardized tools for tagging speech
emotion data. Morris et al. [32] constructed a labelling tool
with cartoon characters as prototypes based on the three
dimensions of the emotional PAD model. The demeanor and
image size of the cartoon characters respectively represent
the intensity of emotion. There are also some tools that use
web development technology to build multi-modal emotion
markings [33]. These tools have improved the efficiency of
speech emotion corpus construction.

The extraction of speech features is an indispensable link
in the research of speech emotion recognition. Speech fea-
tures are mainly divided into three categories, acoustic fea-
tures, deep features, and hybrid features. Acoustic features
are mainly used to describe the tone, amplitude, timbre and
other information of the sound, such as formants, Mel cep-
strum coefficients, and so on. The acoustic features can be
extracted by the feature extraction tools, such as Librosa [44]
and Opensmile [36], which can not only extract the inherent
acoustic features of speech, but also low-level descriptions
of speech in the form of statistics. Some classic machine
learning models such as SVM, KNN, GMM, etc. often use
acoustic features to classify emotions [45] [46]. Due to the
limited number of acoustic features, deep features can be
further extracted from speech spectrogram by using neural
networks [47]. The papers [23] [48] [49] [50] [51] use high-
level features extracted from acoustic features, [50] directly
extract original audio, and [51] [52] [53] reconstruct the
features by using representation learning. Hybrid features
use a variety of information in the context at the same
time, not only at the speech level, but also incorporate other
modal features to increase the recognition rate of speech
emotion recognition [54] [55] [56] [57].

2.2 Active Learning

In classification tasks, supervised learning usually relies on
many manually labeled training samples, and the process
of labeling samples is very expensive [58]. The emergence
of active learning has played a significant role in reducing
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the cost of marking. Regarding active learning research, the
most important thing is how to choose the most valuable
samples for labeling [34] [35] [59]. There are some classic
sampling strategies developed so far, such as the random
sampling strategy [60], which mainly randomly selects a
certain proportion of samples from unlabeled samples and
provides them to the model. Uncertain sampling strategy
[61], mainly by combining the characteristics of the sample
itself, calculating and selecting the least easily distinguish-
able sample, the sample with the best value. QBC query
strategy [62], this algorithm will train multiple classifiers
from different perspectives, and jointly screen samples for
labeling experts. Active learning has attracted the attention
of many researchers, and many methods have been expand-
ed on this basis. For example, Density [63] uses a density
map to find the most representative sample for labeling
from all unlabeled samples. LAL [64] uses the pre-trained
regression model to calculate the sample prediction error to
determine the sample to be labelled. Query [65] finds the
most informative and representative samples, and provides
them to the annotators for labelling.

Over the years, active learning has been widely used in
different fields. Goudijjl et al. [66] combined active learning
with the SVM model, and selectively selected informative
samples to train the SVM model, which achieved excellent
results in text classification. Yan et al. [67] addressed the
problem of difficult sample labeling in long text classifica-
tion, combined with active learning to screen long text sam-
ples with high labeling value, and condenses the long text
into words to facilitate labeling by the annotator. The papers
[68] [69] combined active learning and deep learning to
improve the efficiency of image segmentation and labeling
in the biological field. Cao et al. [70] combined active learn-
ing and the CNN model to label complex spectral pictures.
In the field of speech emotion recognition, Mohammed et
al. [71] proposed an iterative fast converging incremental
adaptation algorithm that combines active learning and
supervised domain adaptation to address the lack of gen-
eralization of speech emotion classifiers in real applications.
Mohammed et al. [72] also used greedy sampling and DNN
model to conduct speech emotion recognition experiments,
and the results show that active learning can improve the
performance when the training set is limited. Vaaras et al.
[73] combined CPC and various dimensionality reduction
methods to explore the performance of clustering-based
active learning under different feature conditions.

Regarding the construction of speech emotion corpus,
although the emergence of labeling tools has improved the
accuracy of the annotator’s judgment and the convenience
of labeling, it often needs the annotator to annotate all sam-
ples from beginning to end. Therefore, to further reduce the
cost of labeling, we propose a novel active learning method
based on class imbalanced data sampling and a framework
for speech emotion corpus construction. Experiments show
that our method has achieved excellent results.

3 METHOD
3.1 Active Learning Strategies

In our work, we propose an integrated active learning
method. The proposed method includes a commonly used
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logistic regression pre-classifier and four sampling strate-
gies, uncertain sampling, representative sampling, diverse
sampling and complementary sampling. Especially for com-
plementary sampling, it is able to preferentially select rare
samples and provide them to the annotator for labeling
according to the distribution of the current samples.

For the logical classifier, suppose we have a total data set
C with K categories. The dataset C contains the labeled data
set L and the unlabeled data set U , namely C = L4-U, where
L= {(Xi,Ys), s (X, Ym)}. X; € RY represents the fea-
tures of the sample with N dimensions; Y; € Bfrepresents
the category of sample with K dimensions, and each dimen-
sion represents a different category value.

We train K binary logistic regression models for K differ-
ent categories:

F,:RY B (1)

Therefore, for each binary logistic regression, we can get:
B 1
1+ exp(—Wi * X)

Among them, W, is the weight of each logistic regression
classification model, Y}, is the probability of the logistic
regression of the k-th category of each binary classification,
and its value is between 0 and 1, and then P is used to
represent Y}, in the following paper.

Uncertain sampling is mainly used for sampling am-
biguous sample points at the decision boundary, which
helps to clarify the decision boundary. Therefore, combined
with the predicted probability of the sample, we use cross
entropy to find the largest uncertain sample point. The
following is the calculation formula for uncertain sampling.
For sample X, the cross entropy H of each category is cal-
culated separately, and the largest cross entropy is selected
as the uncertainty value of the sample. We will sort all the
samples and select the samples with the greatest uncertainty
for subsequent sampling.

U(X) = maz {H (Py) |k = 1,... K} 3)
H(Py) = —Pylog P, — (1 — Py)log(1 — Py) 4)

Yi = fu(X)

)

Representative sampling is a kind of sampling that can
best represent all unlabeled sample points. The sample point
closest to the center of the unlabeled samples will be select-
ed through the distance calculation of all sample features
as the most representative sample point for labeling. In
the following formula, for each unlabeled sample X, the
feature distances of N dimensions between X and all other
unmarked sample points will be calculated, and the average
value is calculated as the feature similarity of the sample
points.

R(X) = # Z _Diseu(Xv X/) ©)
il -1 X'eu-X
N

Diseu(X7 X/) = Z(Xl - Xz/)2 (6)

i=1

Diversity sampling is mainly to find the unlabeled sample
point closest to the feature center of all labeled samples.
We assume that the feature center of the labeled sample is
the boundary center of feature diversity, so that by looking
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for the closest to the feature center can effectively reduce
the overfitting of the trained model. We use the following
formula to calculate and find the point with the smallest
feature distance between the unlabled sample X and all the
labeled points X'.

. . /
D(X) = min Disen (X, X') (7)
Complementary sampling can give preference to sam-
ples of small categories as much as possible, so that the
overall category distribution of labeled data will become
similar. Cross entropy is used to measure the similarity of
the distribution using the category probability, the smaller
the value, the more similar the distribution. In the following
formula, P represents the sum of the category distribution
with the probability of unlabeled points and the category of
all labelled points, and Q is a reference, which represents the
distribution of K same proportions, (1/K,...,1/K). When
the sum of the distribution of the unlabeled point we se-
lected and all labelled points is close to the Q of the equal
distribution, the cross-entropy value is the smallest, then the
unlabeled points will be selected for labelling.

D(X) = )@Zgi DZSCe(P(L(X)),Q) (8)
L(X)=LU(X,Y) 9)

K
Disce(P,Q) = = > Qilog P;

i=1

(10)

Algrithm 1 is our proposed integrated active learning
strategy. Each strategy retains a certain percentage of sam-
ples. Through the integration of the above strategies, the
samples selected by our strategy have the characteristics of
strong uncertainty, strong class representativeness, strong
feature diversity, and strong complementarity of imbal-
anced classes.

Algorithm 1: The Integrated Active Learning Strategy

Input: inputL U X;

L: Labeled Data ;

U: Unlabeled Data ;

A Query Ratio

Output: ouput selection result L;

L: Updated Labeled Data;

A total of m times selection;

fori=1;: <mdo

Use feature and label of L to train K classifiers LR;
Use feature of U and LR, get U that contains
prediction possibilitis;

Select samples by using the four strategies;
U, =select_samples( A, U(U));
U,=select_samples( A\, R(U,,));
Ug=select_samples( A, D(U,.));
U=select_samples( A, C(U.));

10 update L and U ;

11 L=L+ U, ;

12 u=u-u.,,;

W N =

o e N S »
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Fig. 1: Flow chart of the speech emotion corpus construction

3.2 Speech Emotion Corpus Construction Framework

When speech emotion recognition is applied in a specific
scene, it is usually necessary to construct an emotion corpus
corresponding to the specific scene, which often consumes
large costs. To solve this problem, we propose a framework
for constructing speech emotion corpus based on our active
learning strategies.

The framework is shown in Figure 1. The audio process-
ing part is mainly divided into three steps. First, the voice
is split into segments through voice activity detection. Since
the segments are split from the original data, data cleaning
and manual filtering are required. After simple filtering, all
the segments will be extracted for features.

For the labelling process, sample selection is an impor-
tant part of active learning. It consists of five components,
labeled data set, unlabeled data set, classifier, annotator, and
selection strategy. All the features we get from the audio
processing part will be divided into unlabeled data and
labeled data. First, manually annotate a part of the samples.
The classifier trained with this data will do a preliminary
pre-classification of other unlabeled data and send all the
feature values and probability values into the core selection
strategy. Our method will repeatedly filter out a batch of
high-quality data, let the annotator label, and the annotator
will update the labelled data and unlabeled data respective-
ly, then carry out the next round of screening. After several
times of manual labeling, the finally trained target classifier
replaces the manual labeling, so as to achieve the purpose
of saving cost.

In the entire speech emotion corpus construction frame-
work, the original audio source can be combined with the
current application scenario, not only can be obtained from
the network video, but also the audio from a specific scene
can be recorded, which greatly improves the flexibility of
the data source. For the voice activity detection part, we use
the auditok tool to split the utterance into segments. In the
feature extraction part, we use the openSmile speech feature

extraction tool to extract low-level descriptors of acoustic
features as language features.

4 EXPERIMENTS AND DISCUSSION

4.1 Active Learning Comparative Experiment
4.1.1 Datasets

To verify the effectiveness of our proposed active learning
strategy in imbalanced class datasets, we selected 13 imbal-
anced class datasets which are commonly used in machine
learning experiments and speech emotion recognition filed.
Table 1 shows the description of the used dataset in detail,
which contains the name of the dataset, the number of
instance, class and feature, the detail in different classes.
Aggregation, Blood, Diabetes, gsar-biodeg, Vote, Vowel W-
BC and Thyroid are UCI data sets [74]. SAVEE [75], EMO-
DB, CASIA [76],eNTERFACEQS [77] and IEMOCAP [41]
are speech emotional datasets. Since CASIA, eNTERFACEO5
and IEMOCAP datasets are not so imbalanced datasets, we
manually selected a part and processed them into CASI-
A_im, eNTERFACEOQ5_im and IEMOCAP_im as imbalanced
datasets.

4.1.2 Baseline

In addition, we also compared our proposed method with
five baseline active learning strategies as follows:

1) QBC [62]: Active learning that trains multiple clas-
sifiers from different perspectives, and jointly select
the samples for labeling.

2) Random: Random sampling, randomly selecting
samples that need to be labeled from the sample
pool to be labeled

3) Unc [61]: Uncertainty sampling, select the most un-
certain sample considered by the model.

4) Density [63]: Using a density map to find the most

representative sample for labeling from all unla-
beled samples
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TABLE 1: Detail description of the 8 datasets used in the
experiment

Dataset Instance Class Feature Detail

SAVEE 480 7 62 60;60,60;60;120;60;60
EMO-DB 535 7 62 127,81,46,69;71;79;62
CASIA 6000 5 62 1200;1200;1200;1200;1200
CASIA_im 1400 5 62 100;100;1000;100;100
eNTERFACEQ05 1257 6 62 210;210;210;209;209;209
eNTERFACEO5_im 610 6 62 40;60;80;100;150;180
IEMOCAP 4983 4 62 1051;1707;1161;1064
IEMOCAP_im 1600 4 62 300;1000;200;100
Aggregation 788 7 3 45;170;102;273;34,130;34
Blood 748 2 5 570,178
Diabetes 768 2 9 500,268
gsar-biodeg 1055 2 42 356,699

Vote 435 2 17 267;168

Vowel 871 6 4 72,89;172;151;207;180
WBC 683 2 9 444,239
Thyroid 215 3 6 150;35;30

5) LAL [64]: LAL uses the pre-trained regression mod-
el to calculate the sample prediction error to deter-
mine the samples for labeling.

4.1.3 Evaluation Metrics

For the evaluation index of the experiment, we used the
macro-average F1 value to measure the prediction effect of
different methods. The F1 value is the harmonic average of
the model’s accuracy and recall, which indicates the two
prediction performances of the model.

2 x (Precision * Recall)

Precision + Recall

4.1.4 Experimental Results

In the experiment, we used the Alipy [78] active learning
tool developed by Huang Shengjun’s team. A total of 5
active learning algorithms were used in our experiments
on 8 classes of imbalanced datasets. Figure 2 is the result
of our experiment, where the horizontal axis represents the
number of labelled samples, and the vertical axis represents
the results of the macro average F1 value in the test set using
the labelled samples, of which the test set accounts for 30%.
The different colored lines in the figure represent the results
of different algorithms. The red line is our proposed method
and our method achieved excellent results, whether it is a
two-class or multi-class imbalanced dataset.

To further illustrate the effectiveness of our method in
imbalanced sample selection, we selected the results on
the dataset gsar-biodeg and the multi-class Vowel dataset.
Figure 3 shows the results on the gsar-biodeg dataset.
The horizontal axis represents the total number of samples
selected, and the vertical axis represents the number of
samples in different classes. The labels 0 and 1 represent
two different types of samples. The dataset gsar-biodeg
contains two classes with a ratio of 1:2. In the selection of
random sampling (d), the selected sample has a uniform
proportion, which best shows the proportion of the data set
itself. (a)(b)(c)(e) methods do not calculate the class ratio
of labelled samples, so they cannot achieve the balance of
overall samples. Our algorithm (f) can give priority to the
balance between different classes and select rare samples so
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that the proportions of different samples are close to each
other.

Also in the multi-class emotional data set EMO-DB, as
shown in Figure 4. Due to the limited number of labeled
samples, the trained classification decision boundary cannot
accurately determine the feature space of the category. Our
method fully considers the category distribution of the
labeled samples, so it can prioritize the selection of samples
with rare classes to ensure that the selected sample classes
are balanced.

4.2 Speech Emotion Corpus Construction Experiment
4.2.1 Datasets

To evaluate the performance of our proposed method in
the construction of speech emotion dataset, we perform the
selection experiment on several speech emotional datasets.
This experiment uses the following datasets commonly used
in the field of SER. Each dataset represents a fixed speech
annotation scene, so we can better test the annotation effect
of our method on the speech emotion datasets.

1) CASIA [76]: A dataset constructed by the China
Institute of Automation Science in 2005, which was
recorded in a pure environment by 4 professional
sound recorders, two men and two women. There
are 5 emotions including happiness, sadness, anger,
surprise, and neutrality.

2) EMO-DB [79]: A German emotional speech corpus
recorded by the Technical University of Berlin, with
10 actors (5 males and 5 females) performing 7
emotions on 10 sentences (5 long and 5 short).
The selection of corpus text follows the principle
of semantic neutrality and no emotional tendency.
Voice recording is done in a professional recording
studio, requiring actors to reminisce their own real
experience or experience to brew emotions before
interpreting a specific emotion to enhance the real-
ism of emotions.

3) eNTERFACEO5 [77]: It is an audition emotion
dataset that contains six emotions such as anger,
disgust, fear, happiness, sadness, and surprise. The
dataset contains a total of 1166 video sequences. Of
these 1166 video sequences, 264 female recordings
(23%) and 902 male recordings (77%).

4) IEMOCAP [41]: Collected by the Sail Laboratory
of the University of Southern California, it is a
database of actions, multiple modes and multiple
peaks. Completed by 10 actors and actresses, the
dataset is about 12 hours of audiovisual data, which
contains 10 emotions such as anger, neutrality, and
excitement.

5) SAVEE [75]: The database contains a total of 480
British English audios from 4 male actors. These
recordings have 7 different emotions: angry, disgust-
ed, scared, happy, sad, surprised, neutral.

The detail description of emotion datasets used are
shown in Table 1.

4.2.2 Experiments and Results

We conducted two sets of experiments respectively. In the
first group of experiments, the number of samples to be
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Fig. 2: Comparison of different active learning methods on 15 datasets using the macro-average F1 value
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Fig. 4: Selection of samples of different categories in the multi-classification data set EMO-DB

queried is fixed to 20 each query. In the second group
of experiments, the samples to be selected are fixed to 5
percentage each query. We use macro average F1 valuation
to measure our method. The train set and test set of each
experiment were randomly divided five times, so the exper-
imental results were averaged.

Table 2 and Table 3 show the selection efficiency results
of our experiments respectively, the number 1 to 10 repre-
sent annotation times. The number 1 represents the initial
labeling round. We observe that the trained classifier is pos-
itively correlated with the number of labeled samples, but
the efficiency of proposed method is affected by the sample
size of datasets. For example, the total size of CASIA and
IEMOCAP data sets are 6000 and 4983, when the number of
labelled samples is about 20%, the classifier will have a good
performance. For the datasets eNTERFACE(O5, EMO-DB and
SAVEE, the total sample size is small, and the classifier can
chive better results when the number of labelled samples is
about 40

Based on the above experiments, we used our proposed
framework to construct a lightweight speech emotional
dataset. The speech audio was derived from Chinese TV
dramas. After the processing of video-to-audio, voice ac-
tivity detection, and simple filtering, 1151 speech segments
were filtered out as the unlabeled pool. We divide emotion
into four classes: angry, happy, neutral, and hurt. Using the
proposed active learning method, we labelled a total of 404
samples on 20 rounds, and finally, get the dataset shown in
Table 4.

TABLE 4: The results of actual speech emotion dataset
construction

Anger Happy Neutral Sad Total
Labeled Sample 50 32 298 24 404
Prediction Sample 16 16 712 3 747
Total Sample 66 48 1010 27 1151

Due to the selection of our proposed active learning

strategies, many small-class samples are preferentially se-
lected. The subjective audiometric test shows that when the
amount of labelled data is less than 50%, the accuracy rate
can reach 90%.

4.3 DISSCUSSION
4.3.1 Query Strategy Combination

To verify the efficiency of different strategy combinations,
we randomly combined strategies into the following mod-
els, where C is a single complementary sampling, U+C is
a combination of uncertainty sampling and complemen-
tary sampling, and R+C is a combination of representative
sampling + Complementary sampling, D+C is combination
of diversity sampling and complementary sampling, and
U+R+D+C is a fusion of four sampling strategies.

We counted the average of the first 5 querying accuracy
values. Table 5 shows the comparison results of different
strategy combinations. U+R+D+C model achieves best per-
formance, where U+R+D is used to improve the accuracy of
overall dataset, and C is used to give the priority of selecting
the small-class samples.

4.3.2 Ratio Value

The Ratio value represents the proportion of samples to be
retained after querying by the four strategies. To further
explore the efficiency of different ratio values, we perform
the experiments with parameters 0.5, 0.6, 0.7, 0.8, and 0.9. As
the Table 6 shown, we observed that the ratio value around
0.8 can achieve better results.

4.3.3 Algorithm Running Speed

We reported the average CPU time of each query time for
the datasets with different sample sizes. Figure 5 shows the
running speed of our proposed method under the CentOS
system with the machine configured as Intel(R) Core(TM)
i7-6800K CPU @ 3.40GHz. The horizontal axis represents
the number of queries, and the vertical axis represents the
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TABLE 2: The active strategy selects 20 samples in each round and the performance of the target classifier accuracy

Dataset Test Init 1 2 3 4 5 6 7 8 9 10 All

SAVEE 96 20 0.1940.04 0.27+0.06 0.38£0.08 0.39+0.06 0.43+0.08 0.46+0.1 0.45+0.06 0.5+0.05 0.5+0.07 0.5£0.06 0.53+£0.05
EMO-DB 107 20 0.34£0.06 0.38+£0.05 0.43+0.04 0.49+0.03 0.52+0.02 0.55+0.03 0.55+0.05 0.57+0.05 0.61+0.06 0.6140.05 0.6940.05
CASIA 1200 20 0.24+0.02 0.3140.03 0.394+0.04 0.42+0.02 0.43£0.02 0.46+0.02 0.484+0.02 0.5+0.02 0.52+0.02 0.53+0.01 0.6240.01
CASIA_im 280 20 0.3140.02 0.3740.07 0.4940.04 0.56+0.07 0.614+0.07 0.68+0.04 0.7+0.03 0.7240.05 0.724+0.04 0.734+0.04 0.8310.02

eNTERFACEOQ5 251 20 0.16£0.03 0.19£0.02 0.234+0.04 0.244+0.04 0.25+0.04 0.26+0.03 0.284+0.03 0.3£0.03 0.32+0.04 0.33£0.06 0.42+0.04
eNTERFACEO5_im 122 20 0.21+0.06 0.2540.02 0.3£0.04 0.3840.03 0.384+0.03 0.384+0.04 0.4+0.05 0.4£0.03 0.391+0.04 0.424+0.05 0.4440.03
IEMOCAP 997 20 0.32+0.06 0.36+0.02 0.384+0.03 0.4+0.04 0.42+0.04 0.42+0.03 0.43+0.04 0.451+0.05 0.46+0.05 0.46+0.04 0.57+0.02
IEMOCAP_im 320 20 0.3+0.03 0.3540.02 0.374+0.04 0.4+0.04 0.414+0.03 0.424+0.02 0.431+0.02 0.4540.02 0.47+0.03 0.48+0.02 0.5+0.03

TABLE 3: The active learning strategy selects 5% in each round and the performance of the target classifier accuracy

Dataset Test Init 1 2 3 4 5 6 7 8 9 10 ALL

SAVEE 96 19 0.1940.04 0.29+0.03 0.38£0.06 0.3940.05 0.44+0.04 0.4740.08 0.47+0.09 0.4940.07 0.49+0.05 0.49+0.05 0.5440.06
EMO-DB 107 21 0.3440.02 0.47+0.07 0.4940.08 0.56+0.11 0.5940.06 0.6+£0.04 0.63£0.05 0.66+0.04 0.68+0.04 0.7+0.03 0.72+0.03
CASIA 1200 240 0.54+0.03 0.5940.02 0.61+0.01 0.63£0.01 0.634+0.01 0.63£0.01 0.6340.01 0.63+0.01 0.6240.02 0.64+0.01 0.6240.01
CASIA_im 280 56 0.414+0.03 0.64+0.07 0.724+0.05 0.73+0.02 0.754+0.04 0.76+0.02 0.7840.03 0.84+0.03 0.7940.03 0.78+0.05 0.83+0.03

eNTERFACEQ5 251 50 0.23£0.02 0.2940.02 0.314+0.03 0.34+0.02 0.38+£0.03 0.38+£0.02 0.4+0.04 0.4140.02 0.42+0.01 0.42+0.01 0.47+0.04
eNTERFACEO5_im 122 24 0.2140.02 0.2540.03 0.3640.01 0.3140.02 0.364-0.08 0.384+0.03 0.4+0.05 0.4£0.06 0.39+0.06 0.41+0.08 0.4310.06
IEMOCAP 997 199 0.48+0.02 0.54+0.02 0.5540.01 0.56+0.01 0.56£0.01 0.57+0.02 0.5740.02 0.574+0.02 0.57+0.01 0.58+0.02 0.57+0.02
IEMOCAP_im 320 64 0.39£0.04 0.44+0.02 0.484+0.03 0.48+0.02 0.51+£0.03 0.52+0.02 0.524+0.04 0.51+0.03 0.52+0.04 0.52+0.04 0.5+0.04

TABLE 5: The average accuracy performance of different strategy combinations

C U+C R+C D+C U+R+D+C
SAVEE 0.305+0.03  0.326+0.04 0.295+0.05 0.296+0.03  0.291+0.03
EMO-DB 0.4514+0.05 0.4764+0.05 0.439+0.03 0.472+0.03 0.455+0.03
CASIA_im 0.691+0.04 0.6844+0.02  0.68+0.03 0.684+0.03  0.666+0.04
eNTERFACEO5_im  0.26540.03  0.2714+0.02 0.267+0.02 0.271£0.04  0.28640.03
IEMOCAP_im 0.45+0.03  0.465+0.05 0.458+0.04 0.448+0.05 0.455+0.03
Aggregation 0.5484+0.06 0.542+0.01 0.555+0.03 0.5364+0.05 0.564+0.02
Blood 0.5274+0.06  0.5324+0.07 0.5744+0.07 0.517+0.06 0.584+0.06
Diabetes 0.691£0.03  0.6884+0.02 0.659+0.04 0.694+0.02 0.672+0.03
gsar-biodeg 0.79+£0.03  0.796+0.02 0.791+0.03  0.802+0.03  0.805+0.03
Vote 0.9234+0.02 0.923+0.01 0.933+0.02 0.9244+0.02 0.932+0.02
Vowel 0.681+0.03  0.656+0.04 0.687+0.03 0.684+0.05 0.679+0.04
WBC 0.9414+0.02 0.9344+0.02 0.936+0.01 0.941+0.02 0.916+£0.02
Thyroid 0.91940.05 0.9194+0.05 0.9244+0.06 0.921+0.04 0.928+0.04

TABLE 6: The accuracy performance of different Ratio values in the average of first 5 queries

R_0.5 R_0.6 R_0.7 R_0.8 R_0.9

SAVEE 0.317+£0.06  0.313+0.04  0.299+0.06  0.311+0.04  0.319+0.03
EMO-DB 0.439+0.01 0.448+0.03 0.434+0.01  0.46+0.05  0.437+0.05
CASIA_im 0.589+0.03  0.653+0.02  0.68+£0.03  0.679+0.03  0.679+0.04
eNTERFACEQ5_im  0.305+0.03  0.306+£0.06  0.305+0.03  0.29+0.03  0.291+0.03
IEMOCAP_im 0.476+0.02  0.4794+0.02 0.468+0.02 0.478+0.02 0.457+0.02
Aggregation 0.504+0.03  0.523+0.04 0.563+0.03  0.571+0.03  0.559+0.04
Blood 0.591+0.02  0.599+0.03 0.588+0.03  0.594+0.04 0.571+£0.05
Diabetes 0.597+£0.05  0.605+0.04 0.626+0.05 0.635+0.04 0.641+0.05
gsar-biodeg 0.808+0.02  0.807+0.02  0.813+0.02  0.799+0.02 0.8+0.01

Vote 0.902+0.04 0.907+0.04  0.91+0.03  0.916+0.02  0.922+0.02
Vowel 0.657+0.05  0.686+0.03  0.692+0.04 0.706+£0.06  0.6960.04
WBC 0.894+0.03  0.893+0.04 0.907+0.06  0.925+0.02  0.929+0.02

Thyroid 0.841+0.07 0.864+0.07  0.86+0.08  0.884+0.04 0.857+0.03
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Fig. 6: The cross-prediction results on four datasets

running time of each query. The CASIA and IEMOCAP
datasets are too large and consume more time, and other
data sets are kept within 100s.

4.3.4 Necessity of constructing speech emotion dataset

The extracted features of voice collected in different sce-
narios have different feature spaces. In the application of
the specific scene, it is very important and necessary to
construct a new dataset. To verify our thinking, we selected
4 datasets, each of which has 4 common emotions, Anger,
Happy, Neutral, and Sad. We divide the training set and
the test set with the ratio of 8:2 and train the classifier on
each dataset. Then we used the four classifiers to view the
performance of the four datasets.

Figure 6 shows the cross-prediction results for four
datasets. We observe that the classifier trained on its own
dataset has the best performance, but performs poorly on
other datasets, which means that the contextual speaking
styles in different scenarios will affect the recognition accu-
racy. Therefore, in the field of SER, it is very necessary to
construct new corpus under different application scenarios.
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5 CONCLUSION AND FUTURE WORK

To solve the high cost of the speech emotion corpus con-
struction, especially for the problem of difficulty in sam-
pling small-class samples, we propose an integrated active
learning strategy and designed a framework for the con-
struction of speech emotion dataset. In comparison exper-
iments with other active learning strategies, our proposed
active learning method achieved the best performance for
sampling on different datasets, especially for the selection of
small-class samples, which is significantly better than other
methods. In another actual dataset construction experiment,
our method in the process of constructing the dataset, when
the total number of labeled samples is less than 50%, the
recognition accuracy of emotion classes reaches more than
90%.

The architecture of the active learning method we pro-
posed is serial, which cannot achieve parallel operations. In
the future, we will try a parallel sampling architecture to
further improve the overall running speed of the method.
At present, the sampling algorithm we propose combines
the logistic regression classifier for sample selection. In
the future, we will explore other classification models to
improve the sampling efficiency. In addition, in the actual
application of active learning, we will further explore the
application of active learning methods in the construction
of multimodal emotional corpus to adapt to the increasingly
complex mass data.
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