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A B S T R A C T   

Information integration in the brain requires functional connectivity between local neural networks. Here, we 
investigated the interregional coupling mechanism from the viewpoint of oscillations using optical recording 
methods. Low-frequency electrical stimulation of rat neocortical slices in a caffeine-containing medium induced 
oscillatory activity between the primary visual cortex (Oc1) and medial secondary visual cortex (Oc2M), in 
which the oscillation generator was located in the Oc2M and was triggered by a feedforward signal. During to- 
and-fro oscillatory activity, neural excitation was marked in layer II/III. When the upper layer was disrupted 
between Oc1 and Oc2M, feedforward signals could propagate through the deep layer and switch on the oscillator 
in the Oc2M. When the lower layer was disrupted between Oc1 and Oc2M, feedforward signals could propagate 
through the upper layer and switch on the oscillator in the Oc2M. In the backward direction, neither the upper 
layer cut nor the lower layer cut disrupted the propagation of the oscillations. In all cases, the horizontal and 
vertical pathways were used as needed. Fluctuations in the oscillatory waveforms of the local field potential at 
the upper and lower layers in the Oc2M were reversed, suggesting that the oscillation originated between the two 
layers. Thus, the neocortex may work as a safety device for interregional communications in an alternative way 
to drive voltage oscillators in the neocortex.   

1. Introduction 

Voltage oscillations in cortical neurons are a well-known phenome-
non. These oscillations are composed of repetitive membrane potential 
fluctuations. When multiple neurons are activated synchronously, 
rhythmic waves emerge. It is widely accepted that an adequate activity 
balance between excitatory and inhibitory neural networks is required 
to produce rhythmic waves (Lourenço et al., 2020; Sase et al., 2017; Shu 
et al., 2003; Melamed et al., 2008; Zhang and Zhang, 2020). These 
neural wave dynamics may play important roles in the brain, including 
information coding, integration, synaptic plasticity, and regional 
coupling (Buzáki and Draguhm, 2004; Buzáki and Watson, 2012; 
Chadwick et al., 2015; Engel et al., 2001; Ermentrout and Kleinfeld, 
2001; Singer, 2018). 

Individual local areas in the brain play a role in individual functions, 
which is called the localization of cerebral function. The execution of 
integrative functions requires functional connectivity between distant 

local network nodes (Sporns et al., 2007). Recently, several functional 
connections between nodes have been identified as large-scale networks 
(Bressler, Menon, 2010; Petersen, Sporns, 2015; Qi et al., 2018; Suo 
et al., 2021). The signals from various areas converge at the local 
network nodes, and the nodes deliver the signals to other areas. One 
important strategy of information integration between nodes may be 
oscillation with dynamic interregional coupling (Masquelier et al., 2009; 
Oku and Aihara, 2010). Regarding neural oscillations, the essential role 
of neural networks that generate oscillations is to encode information 
and route the coded information through multiple mechanisms (Sej-
nowski and Paulsen, 2006; Masquelier et al., 2009; Buzáki and Watson, 
2012; Chadwick et al., 2015; Panzeri et al., 2015). The oscillations work 
in various regions and sizes of neural networks (Buzáki et al., 2013; 
Singer, 2018). However, a comprehensive understanding of this oscil-
lation is lacking. 

Cortical networks are complex, but hierarchically ordered for 
cortical processing (Douglas and Martin, 2004; Singer, 2021). In 
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general, the primary sensory area sends feedforward signals to a higher 
level of sensory area, whereas the higher area sends back signals as 
top-down feedback information. Thus, feedforward and feedback in-
teractions play a core role in cortical function (Shao and Burkhalter, 
1996; Johnson and Burkhalter, 1997; Singer, 2021; D’Souza et al., 
2022). The visual cortex is composed of horizontal layers and vertical 
columns, and feedforward and feedback connections exist between the 
primary visual cortex (Oc1) and secondary visual cortex (Oc2). We have 
previously reported the dynamic behavior of oscillations in the visual 
cortex of rat brain slices by applying caffeine to the extracellular me-
dium (Yoshimura et al., 2001, 2003, 2016). In caffeine-assisted oscil-
lations, electrical stimulation is required to initiate oscillatory activities. 
The initial neural signal evoked by the stimulation of Oc1 travels along 
the upper and lower layers in parallel and triggers the neural oscillator 
in Oc2. The oscillator then delivers repetitive signals in a back-and-force 
manner (Yoshimura et al., 2001, 2003, 2016). This may be a model of 
the dynamic interaction between nodes via oscillation. However, the 
role of the neocortex as a device of interregional coupling using neural 
oscillation is unclear. In an attempt to clarify this question, we per-
formed experiments using optical recording methods by applying 
caffeine-assisted oscillation to rat brain slices, including cortical visual 
areas. This mesoscopic approach may help to understand 
region-to-region interactions in the brain from the dynamical viewpoint 
of oscillation. 

2. Methods 

2.1. Animals and slice preparation 

All experiments were approved by the Animal Care Committee of 
Tokushima Bunri University (KP22–83–4) and Kanazawa Medical Uni-
versity (2012077). Experiments were performed in accordance with the 
Guidelines for the Ethical Use of Animals of the Physiological Society of 
Japan. All efforts were made to minimize both the number of animals 
and their suffering. 

Wistar rats (25–29 days old) were used for electrophysiological and 
optical recordings. Before starting these recordings, rats were decapi-
tated under deep isoflurane anesthesia, and their brains were quickly 
removed and placed in cold medium (2–4 ◦C) containing 124 mM NaCl, 
3.3 mM KCl, 1.25 mM NaH2PO4, 1.3 mM MgSO4, 2 mM CaCl2, 26 mM 
NaHCO3, and 10 mM D-glucose that was saturated with 95% O2-5% 
CO2. Brain slices (250–300 µm thick), including the primary and sec-
ondary visual cortices, were prepared using a slicer. Once cut, slices 
were left at room temperature for at least 1 h before starting the 
recording session. 

2.2. Electrophysiological and optical recordings 

Slices were placed in a submerged-type chamber that was set on the 
stage of an upright microscope (IMT-2, Olympus, Tokyo, Japan) and 

perfused with medium (30 ◦C; 5 ml/min). A bipolar tungsten electrode 
for stimulation was inserted into the region between the gray and white 
matter (WM) in Oc1. The duration and intensity of the stimuli were 80 μs 
and 250–350 μA, respectively. Synaptic responses were elicited by 
electrical stimulation. From Oc1 and Oc2M, as described in the atlas by 
Paxinos and Watson (1997), we recorded the neural responses. The 
delineation of area borders was based on the descriptions by Swanson 
(1992) and Zilles in Paxinos’ ‘The rat nervous system’ (Zilles and Wree, 
1995). 

Extracellular recordings were performed to observe electrophysio-
logical responses. Micropipettes for field potential recordings were filled 
with 3 M NaCl and inserted into layer II/III in Oc1, Oc2M, and layer VI in 
Oc2M, as needed. Synaptic responses were recorded with a bridge- 
equipped amplifier (Axoclamp-2B; Axon Instruments, Foster City, CA, 
USA), digitized using an AD converter (at the rate of 2.5–5 kHz; Digidata 
1200; Axon Instruments) and stored on a personal computer for offline 
analysis. 

Optical recording methods have been used with voltage-sensitive 
dyes to observe the spatiotemporal dynamics of propagating neural 
activities. Details of the optical recording system used in this study have 
been described elsewhere (Tanifuji et al., 1994; Yoshimura et al., 2003; 
Tominaga et al., 2002). The voltage-sensitive dye NK2761 (0.125 
mg/ml; Nihon Kanko, Okayama, Japan) was used for optical recordings. 
The camera unit of a Fujix HR Deltaron 1700 optical imaging system 
(Fuji Photo Film, Tokyo, Japan) contains a photodiode array of 128 ×
128 elements. Using a 10 × objective lens, the entire array corresponded 
to a 2.24 × 2.24 mm area of tissue. A total of 16 responses elicited by the 
WM stimulation were averaged to form a run. Neural activity was 
recorded as intensity changes in transmitted light hitting each photo-
diode, with a temporal resolution of 0.6 msec/frame. The signal in-
tensity was measured with 8-bit resolution and expressed as the relative, 
dimensionless difference from the baseline intensity, which was set as 
zero. 

2.3. Protocol of oscillation induction 

According to the purposes of the study, caffeine (3 mM) (purchased 
from Wako Pure Chemical Industries, Osaka, Japan) was added to the 
medium, and all recordings were performed in medium with 0.5 mM 
Mg2+. We have developed a protocol in which synchronized population 
oscillation of synaptic potentials at a frequency of 8–10 Hz is induced in 
slices of the rat visual cortex and somatosensory cortex bathed in a 
caffeine-containing medium (Yoshimura et al., 2001, 2003, 2016). This 
protocol also involves a long-range signal propagation. Throughout the 
experiments, the same protocol was used to observe signal travel be-
tween Oc1 and Oc2M. 

3. Results 

We have previously reported that low-frequency electrical stimula-
tion of Oc1 generates stable membrane potential oscillations in rat brain 
slices when caffeine is applied to the extracellular medium (Yoshimura 
et al., 2001, 2003, 2005, 2016). The summary is as follows: (1) The 
oscillation is composed of an early signal-propagating phase and later 
back-propagation phases. (2) The early phase is mainly non-NMDA re-
ceptor activity-dependent, and the later phase is NMDA receptor 
activity-dependent. (3) The origins of the NMDA receptor-dependent 
phase (oscillator) are the Oc2M and/or lateral secondary visual cortex 
(Oc2L). (4) The retrosplenial cortex also has an oscillator, which is 
switched on by neural input from Oc1. 

3.1. Local field potentials in the Oc2M 

In the present study, we used the same methods as described above. 
First, we confirmed whether stable oscillations were generated in the 
Oc2M. Low-frequency electrical stimulation (0.3 Hz) was delivered at 

Fig. 1. Caffeine-assisted oscillation in the secondary visual cortex. Left: Illus-
tration of a slice indicating the electrical stimulation site and recording sites of 
local field potentials. Right: Waveforms of the local field potential obtained 
from layers II/III and VI. These oscillations were induced by caffeine applica-
tion to the medium. The direction of the repetitive wave fluctuation was 
reversed between the two oscillations. 
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the border area between layer VI and the WM of Oc1. Low-frequency 
stimulation was continued for approximately 30 min. When frequency 
of the stimulation was changed from 0.3 Hz to 0.03 Hz, stable oscillation 
was induced in the Oc2M. Field potential recordings were performed in 
both the upper and lower layers (Fig. 1). In the upper layer, a large 
downward oscillatory potential was observed. In contrast, a small up-
ward oscillatory potential is observed in the lower layer. It is important 
to note that the direction of the wave fluctuation was reversed between 
the oscillations at the upper and lower layers, which shows that, 
considering the electrical field in this electrophysiological phenomenon, 
the area of the current sink is located between the upper and lower 
layers. In other words, oscillations based on synaptic activity are 
generated between the upper and lower layers. 

3.2. Upper layer cut between Oc1 and Oc2M 

We then observed the dynamics of the oscillations using optical 
recording methods (Fig. 2A). The area of the optical recording is shown 
in the slice illustration (open blue rectangle). The regions of interest 
(ROIs) were numbered and displayed in one of the optical images. The 
time-course responses recorded at the respective ROIs were arranged. 
The presumed origin of the oscillation is Oc2M. Sequence images for 
every 0.6 msec showed that the initial signal propagated toward the 
Oc2M, in which optical signals were marked along the upper layer. After 
the initial signal disappeared, oscillatory signals appeared in Oc2M. For 
the same slice, a vertical cut from the surface to layer IV was executed in 
an intermediate area between Oc1 and Oc2M (Fig. 2B). The area of the 
optical recording was changed and is shown on the slice illustration 
(open blue rectangle). ROIs were numbered according to changes in the 

Fig. 2. Influences of disconnection at upper 
layer on dynamics of oscillations. (A) Upper 
left: Illustration of a slice indicating the elec-
trical stimulation site (red-circle) and area 
(blue-rectangle) from which optical signals 
were recorded, and representative optical 
image with ROIs. Upper right: Time courses of 
responses at ROIs 4–12 were arranged in nu-
merical order. Note that the presumed wave 
generation site of later oscillatory phase was 
shown as orange-circle in the illustration of a 
slice (ROI 7). Lower: Time-lapse optical images 
of signal propagation after induction of oscil-
lations. Initial propagation component and 
representative later oscillation component were 
shown respectively. (B) Upper left: Illustration 
of a slice indicating the electrical stimulation 
site (red-circle) and area (blue-rectangle) from 
which optical signals were recorded, and 
representative optical image with ROIs. The site 
of vertical cut in the upper layer was shown in 
the slice illustration. Upper right: Time courses 
of responses at ROIs 1–9 were arranged in nu-
merical order. Note that ROI 5 was below ver-
tical cut area, and optical response at ROI 5 was 
disappeared. Lower: Time-lapse optical images 
of signal propagation after induction of oscil-
lations. Initial propagation component and 
representative later oscillation component were 
shown respectively. (C) Optical recording area 
was changed. Upper left: Illustration of a slice 
indicating the electrical stimulation site (red- 
circle) and area (blue-rectangle) from which 
optical signals were recorded, and representa-
tive optical image with ROIs. Time courses of 
responses at ROIs 5–13 were arranged in nu-
merical order. Note that ROI 5 was below ver-
tical cut area, and optical response at ROI 5 was 
disappeared. Lower: Time-lapse optical images 
of signal propagation after induction of oscil-
lations. Initial propagation component and 
representative later oscillation component were 
shown respectively.   
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recording area and are shown in one of the optical images. The time- 
course responses recorded at the respective ROIs were arranged. At 
ROI 5, the time-course responses were flat, suggesting that the initial 
signal propagation stopped at the area of the upper layer cut. However, 
marked oscillatory responses appeared in ROIs 6, 7, 8, and 9. Sequence 
images show that the initial signal propagated through the deep layer, 
and then the signal propagated in Oc2M along both the deep and upper 
layers. Later, an oscillatory phase appeared in the upper layer in Oc2M. 
Then, we changed the area of the optical recording, and the recording 
area is shown in the slice illustration (open blue rectangle) (Fig. 2C). 
This figure clearly shows that the signal propagated through the deep 
layer switched on the oscillator in the Oc2M. Thus, the signal input 
along the deep layer alone can switch on the oscillator. 

3.3. Lower layer cut between the Oc1 and Oc2M 

In another slice, we observed the dynamics of the same type of 
oscillation as shown in Fig. 2A (Fig. 3A). The presumed origin of the 
oscillation is Oc2M. Sequence images show that the initial signal prop-
agates toward Oc2M, in which the optical signals are marked along the 
upper layer. After the initial signal disappeared, oscillatory signals 

appeared in Oc2M. For the same slice, a vertical cut from layer IV to the 
WM was made at an intermediate area between Oc1 and Oc2M (Fig. 3B). 
The area of the optical recording is shown in the slice illustration (open 
blue rectangle). The ROIs were numbered and shown in one of the op-
tical images of the upper layer. The time-course responses recorded at 
the respective ROIs were arranged. Although a deep-layer cut was made, 
aspects of the initial signal propagation and later oscillatory events in 
the upper layer were almost the same as those before the cut was 
executed. It is necessary to confirm whether the deep areas were 
completely cut. The ROIs were then numbered in layer VI and are shown 
in the optical image (Fig. 3B bottom). The time-course responses 
recorded at the respective ROIs were arranged. At ROIs 2 and 3, the 
time-course responses were flat, suggesting that the initial signal prop-
agation was stopped at the area of the lower layer cut. However, the 
initial signal propagation along the deep layer appeared from ROIs 4–9. 
This figure clearly shows that the signal propagated through the upper 
layer and switched on the oscillator in Oc2M. Thus, the signal input 
along the upper layer alone can switch on the oscillator. 

Fig. 3. Influences of disconnection at lower 
layer on dynamics of oscillations. (A) Upper 
left: Illustration of a slice indicating the elec-
trical stimulation site (red-circle) and area 
(blue-rectangle) from which optical signals 
were recorded, and representative optical 
image with ROIs. Upper right: Time courses of 
responses at ROIs 1–9 were arranged in nu-
merical order. Note that presumed wave gen-
eration site of later oscillatory phase was shown 
as orange-circle in the illustration of a slice 
(ROI 5). Lower: Time-lapse optical images of 
signal propagation after induction of oscilla-
tions. Initial propagation component and 
representative later oscillation component were 
shown respectively. (B) Upper left: Illustration 
of a slice indicating the electrical stimulation 
site (red-circle) and area (blue-rectangle) from 
which optical signals were recorded, and 
representative optical image with ROIs. The site 
of vertical cut in the lower layer was shown in 
the slice illustration. Upper right: Time courses 
of responses at ROIs 1–9 were arranged in nu-
merical order. Note that ROI 3 was the area 
above the lower cut, and optical response at 
ROI 3 was not disappeared. Lower: Time-lapse 
optical images of signal propagation after in-
duction of oscillations. Initial propagation 
component and representative later oscillation 
component were shown respectively. Middle: 
Time-lapse optical images of signal propagation 
after induction of oscillations. Initial propaga-
tion component and representative later oscil-
lation component were shown respectively. 
Lower: Representative optical image with ROIs 
is shown. Time courses of responses at ROIs 1–9 
along layer VI were arranged in numerical 
order. Note that ROI 2 and 3 were below ver-
tical cut area, and optical response at ROIs 2 
and 3 was disappeared.   

T. Fukuda et al.                                                                                                                                                                                                                                 



Neuroscience Research 191 (2023) 28–37

32

3.4. Onset times of oscillatory events in the Oc2M along disconnected 
layer 

In the case of the upper layer cut, aspects of spatio-temporal signal 
propagation along the upper layer show that the signal traveling from 
Oc1 stops in the area of disconnection, but takes a roundabout route and 
then restarts from the upper layer of the Oc2M side. In the case of the 
lower layer cut, the signal followed a roundabout route and restarted 
from the lower layer of the Oc2M side. In both cases, the restart signal 
can switch on oscillatory events in Oc2M. Then, we investigated the 
extent to which the disconnection delayed the onset time of the oscil-
latory events in Oc2M. In the case of the upper-layer cut, the time 
required to cross the disconnected area was prolonged along the upper- 
layer route, but not the lower-layer route (Fig. 4A, n = 3). In the case of 
the lower-layer cut, the time required to cross the disconnected area was 
prolonged along the lower-layer route but not the upper-layer route 
(Fig. 4B, n = 3). Together with these results, we found that the time 
required to go across the disconnected area was significantly prolonged 
along the disconnected layer (before cut: 7.6 ± 1.96 ms, after cut: 26.8 
± 4.47 ms, paired t-test, p = 3.32 × 10− 4, n = 6), but not intact layer 
route (before cut: 8.3 ± 2.19 ms, after cut: 9.33 ± 3.23 ms, paired t-test, 
p = 0.38, n = 6) (Fig. 4C), in which the signal traveling by way of a 
roundabout route causes delay in onset time of the oscillatory events. It 
is important to note that disconnection in the neocortex cannot stop the 
signal from traveling, as long as the horizontal pathways are partially 
intact, with the result that the oscillator is successfully switched on the 
input signal. 

3.5. Simultaneous recordings of local field potential from the Oc1 and 
Oc2 

Considering these results, the oscillator equipped in the Oc2M is 
alternatively switched on by signals from the upper or lower layers. In 
addition, the vertical pathway sends a signal from the upper layer to the 
deep layer, and vice versa. Another important finding is that, even if the 
horizontal connections between Oc1 and Oc2M are incomplete, the 
oscillator in Oc2 can work independently. 

Investigation of neural dynamics using optical recording methods 
revealed that major electrical activities were elicited in layer II/III be-
tween Oc1 and Oc2M. We then simultaneously performed field potential 
recordings from Oc1 and Oc2M. Oscillatory activity was induced using 
the same methods described above. First, we confirmed that the two 
electrodes simultaneously captured clear field potential oscillations 
from Oc1 and Oc2M (Fig. 5-A1). Then, for the same slice, a vertical cut 
from the surface to layer IV was executed at an intermediate area be-
tween Oc1 and Oc2M (Fig. 5-A2). It appears that the upper-cut manip-
ulation has almost no effect on the oscillation dynamics, showing that 
the trigger signal arrived in the Oc2M through the deep area between 
Oc1 and Oc2M. Then, for the same slice, a vertical cut from the surface 
to layer VI was made at an intermediate area between Oc1 and Oc2M 
(Fig. 5-A3). Attenuated oscillations were confirmed at Oc1, but no 
response was observed at Oc2M, showing that the initial trigger signal 
did not arrive at the oscillator in Oc2M, and that a small oscillator was 
also equipped in Oc1 independently from Oc2M. Then, the stimulation 
electrode was moved from Oc1 to Oc2M, and the oscillator in Oc2M was 
triggered by electrical stimulation (Fig. 5-A4). The oscillatory dynamics 
were almost the same, even though the horizontal cortical pathway 
between Oc1 and Oc2M was disconnected, showing that the oscillator 
can work completely and independently from Oc1. 

In subsequent experiments, we also performed field potential re-
cordings from Oc1 and Oc2M simultaneously. Oscillatory activity was 
induced using the same methods described above. First, we confirmed 
that the two electrodes simultaneously captured clear field potential 
oscillations from Oc1 and Oc2M (Fig. 5-B1). Then, for the same slice, a 
vertical cut from layer IV to layer VI was executed at an intermediate 
area between Oc1 and Oc2M (Fig. 5-B2). It seems that the lower-cut 

manipulation has almost no effect on the oscillation dynamics, 
showing that the trigger signal arrived in the Oc2M through upper layer 
between Oc1 and Oc2M. Then, for the same slice, a vertical cut from the 
surface to layer VI was executed at an intermediate area between Oc1 
and Oc2M (Fig. 5-B3). Attenuated oscillations were confirmed at Oc1, 
but no response was observed at Oc2M, showing that the initial trigger 
signal did not arrive at the oscillator in Oc2M, and that a small oscillator 
was also equipped in Oc1 independently from Oc2M. The stimulation 
electrode was then moved from Oc1 to Oc2M, and the oscillator in the 
Oc2M was triggered by electrical stimulation (Fig. 5-B4). The oscillatory 
dynamics were almost the same, even though the horizontal cortical 
pathway between Oc1 and Oc2M was disconnected, showing that the 
oscillator can work completely and independently from Oc1. 

3.6. Influence of slice cuts on oscillation sizes in the Oc1 and Oc2M 

We investigated how disruptions of horizontal pathways between 
Oc1 and Oc2 by three manipulations, the upper layer cut, lower layer 
cut, and whole layer cut, influence signal communications using the 
field potential recording method from several slices in the three cases. 
First, it appears that the upper layer cut manipulation has almost no 
effect on the oscillation dynamics (Fig. 5-A2). Second, it seems that 
lower layer cut manipulation has almost no effect on oscillation dy-
namics (Fig. 5-B2). Third, it seems that the whole-layer cut attenuates 
oscillatory dynamics in Oc1 (Fig. 5-A3, B-3), but not in Oc2M (Fig. 5-A4, 
B-4). We investigated whether these findings were applicable to other 
slices. We estimated the number of waves of oscillatory events as the 
oscillation size. In the case of the upper layer cut, there was no signifi-
cant difference in the oscillation sizes in Oc1 before and after the upper 
layer cut. Similarly, there was no significant difference in the oscillation 
sizes in Oc2M before and after the upper layer cut (Fig. 6 A, n = 14). In 
the case of the lower-layer cut, there was no significant difference in the 
oscillation sizes in Oc2M before and after the lower-layer cut. Similarly, 
there was no significant difference in the oscillation sizes in Oc2M 
before and after the lower-layer cut (Fig. 6B, n = 5). In contrast, in the 
case of whole-layer cut, there was a significant difference in oscillation 
size in Oc1 before and after the whole-layer cut (before cut: 4.5 ± 1.1, 
after cut: 3.0 ± 0.76, paired t-test, p = 0.0094, n = 8, Fig. 6C). 

4. Discussion 

Brain waves are generated by the integration of individual voltage 
oscillations generated in widely located local networks in the brain, in 
which interregional signal communications are especially important. 
Electrophysiological experiments using brain slice preparation are an 
excellent strategy for elucidating neural functions in detail. However, 
the mesoscopic level of network activities in slice preparation, such as 
interregional signal communication, are difficult to induce in normal 
artificial cerebrospinal fluid. In the present study, we used an extracel-
lular medium with caffeine (3.0 mM) under a reduced Mg2+ concen-
tration (0.5 mM). The medium equally increased the excitability in the 
local intrinsic networks and corticocortical projections included in the 
whole slice. Indeed, the medium is far from physiological conditions; 
however, from the viewpoint of interregional signal communication, our 
experimental protocol should be useful for eliciting hidden mechanisms 
in slice preparation. The effects of caffeine and reduced Mg2+ concen-
tration on the dynamics of neural activity at the single neuron level as 
well as mesoscopic network level elicited in slice preparations have been 
described in detail in our previous reports (Yoshimura et al., 2001, 
2003). 

4.1. Feedforward and feedback components of the oscillations 

A recent study reported that feedforward projections from the pri-
mary visual cortex send signals to layers II/III, V, and VI in the secondary 
visual cortex, whereas feedback projections from the secondary visual 
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cortex also send signals to layers II/III, V, and VI in the primary visual 
cortex. Thus, visual cortical areas have a cortico-cortical loop (Young 
et al., 2021). In our studies, regarding the mesoscopic dynamics of 
synchronized oscillations, we observed that, after the oscillator in the 
Oc2M and/or the Oc2L receives trigger signals from Oc1, the oscillator 
begins to work and delivers repetitive oscillatory signals toward the Oc1 
and retrosplenial cortex (Yoshimura et al., 2003, 2005, 2007, 2016). 
Focusing on the area between Oc1 and Oc2, the signal behaviors ob-
tained by optical recording methods show that the later oscillatory 
signals back-propagate along the same pathways that the initial propa-
gating signals travel. However, this was an observation of a population 
of neurons. It is difficult to understand how a single neuron contributes 
to these dynamics. In this regard, whether to-and-fro waves travel 
through the same neuron is an important issue. If a single neuron elicits 
to-and-fro waves, it is suggested that the neuron sends not only a feed-
forward signal but also a feedback signal. 

Therefore, we investigated caffeine-assisted oscillations in detail. 
The initial trigger signal is mainly dependent on non-NMDA receptor 
activity, and later back propagation is dependent on NMDA receptor 

activity. In our report in 2001, we showed waveforms of caffeine- 
assisted oscillations obtained from intracellular recordings (Yoshimura 
et al., 2001). The recordings were performed from layer II/III on Oc1 of 
rat brain slices. Oscillatory waves are composed of initially propagating 
waves and later back-propagating waves (Yoshimura et al., 2003). It is 
important to note that a single neuron has both an initial propagating 
wave and later back-propagating waves, showing that the to-and-fro 
signal behavior uses the same neuron. An individual neuron in layer 
II/III sends a non-NMDA receptor-dependent initial output and receives 
repetitive NMDA receptor-dependent inputs. Thus, it is presumed that 
these neurons may have excitatory axon collaterals. Previous anatomical 
studies confirm our findings. Feedback pathways from the extrastriate 
lateromedial visual area provide input directly to neurons in the primary 
visual cortex, which creates a reciprocal forward connection (Johnson 
and Burkhalter, 1997). 

Recently, it was demonstrated that when distal dendrites receive 
synchronous and clustered inputs with NMDA receptor-dependent 
components, the dendrites perform highly nonlinear integration, with 
the result that neurons show maximum responsiveness to synaptic in-
puts (Xiumin, 2014). In our observations, the optical responses as well as 
the local field potential are marked along layer II/III. This might indicate 
that distal dendrites receive synchronous and clustered inputs abun-
dantly in layer II/III. This process may contribute to the establishment of 
interregional coupling. 

4.2. Initial wave propagation from the Oc1 to the Oc2M: feedforward 
direction 

In the present study, the main question is how dynamics of the os-
cillations will be affected if the signal traveling pathways are discon-
nected. Optical images obtained from optical recording methods show 
that, after electrical stimulation, the initial feedforward signals propa-
gated in the horizontal direction within the neocortex and switched on 
the oscillator in Oc2M. However, neither the upper nor the lower layer 
cut disrupted signal propagation and oscillation induction. This may 
provide valuable information. Plausible interruption may occur when 

(caption on next column) 

Fig. 4. Influences of the disconnection on onset time of oscillatory events. 
Illustration of slices indicating electrical stimulation sites, vertical cut sites, and 
ROIs. The ROIs were located at the upper-layer of the Oc1, upper-layer of 
Oc2M, the deep layer of Oc1, and the deep layer of Oc2M. Small black circles 
indicate locations where data were acquired before the slice cut, and small gray 
circles indicate locations where data were acquired after the slice cut. The data 
at the respective ROIs were acquired using optical recordings. In the graphs, 
black bar charts plot the differences in the onset times of oscillatory events 
generated at the medial and lateral ROIs before the slice cut. Similarly, gray bar 
charts plot the differences in the onset times of the oscillatory events at the two 
ROIs after slice cut. (A) Before and after the upper layer was cut. Left side of the 
graph: Comparison of differences in the onset time at two ROIs in the upper 
layer before and after slice cut (n = 3). Right side of the graph: Comparison of 
differences in the onset time at two ROIs in the lower layer before and after slice 
cut (n = 3). Note that the disconnection of the upper layer is likely to delay the 
onset times of the oscillatory events generated in the upper layer of Oc2M. (B) 
Cases before and after the lower layer cut. Left side of the graph: Comparison of 
differences in the onset time at two ROIs in the upper layer before and after 
slice cut (n = 3). Right side of the graph: Comparison of differences in the onset 
time at two ROIs in the lower layer before and after slice cut (n = 3). Note that 
the disconnection of the lower layer is likely to delay the onset times of the 
oscillatory events generated in the deep layer of Oc2M. (C) In the cases before 
and after partial vertical-layer cutting, together with results in (A) and (B). Left 
side in the graph: Comparison of the onset time differences along the intact 
layer before and after slice cutting (n = 6). Right side of the graph: Comparison 
of differences in the onset time at two ROIs in the disconnected layer before and 
after slice cut (n = 6). Note that the disconnection of the partial vertical layer 
significantly delays the onset times of oscillatory events generated in the 
disconnected layer of the Oc2M. The asterisk denotes a significant difference 
(***: paired t-test, P = 3.32 × 10− 7, n = 6), and n.s. denotes that there is no 
significant difference. 
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the upper and lower horizontal pathways are complementary when the 
signal travels within the neocortex. 

When the upper pathway is disconnected, the signals travel toward 
the destination via the lower pathway. In contrast, when the lower 
pathway is disconnected, the signals travel toward the destination via 
the upper pathway. In the vertical pathway, when the upper pathway is 
disconnected, signals that pass through the deep pathway beneath the 
area of the disconnection travel from the deep to the upper area on the 
side of Oc2M. The signal then restarts along the upper layer. Thus, it 
takes time for the signal to start traveling along the upper layer (Figs. 2B, 

4B). Meanwhile, however, the feedforward signal by way of a deep 
pathway continues traveling toward the destination. In layer VI, there 
are different classes of pyramidal neurons, such as cortical thalamic and 
corticocortical neurons. Layer VI corticocortical neurons have horizon-
tally oriented axons that remain confined to deep layers, and their 
branches project to the secondary areas (Thomson, 2010). Thus, layer VI 
played an important role. In Fig. 2C, the initial wave at ROI 7 appears 
faster than the initial wave at ROI 6, indicating that the generation of 
waves at ROI 7 is triggered by the signal traveling along the deep 
pathway. These findings suggest that the vertical pathway also 

Fig. 5. Influences of disconnection at upper and/or lower layer on dynamics of oscillations. (A1–4) Simultaneous recordings of field potentials were obtained from 
Oc1 and Oc2M. The location of the stimulation electrode is shown in the line drawings. A1–4 were obtained from the same slices. A1: Simultaneous recordings were 
made from normal slices, and waveforms of the local field potential obtained from layers II/III are shown. Note that differences in the peak time of waves between the 
two traces indicate that the initial wave propagated from Oc1 to Oc2M, whereas later waves propagated from Oc2M to Oc1. A2: Simultaneous recordings were made 
from a slice of the upper-layer cut, and waveforms of the local field potential obtained from layers II/III are shown. Note that, similar to the case of a normal slice, 
differences in the peak time of waves between the two traces indicated that the initial wave propagated from Oc1 to Oc2M, whereas later waves propagated from 
Oc2M to Oc1. A3: Simultaneous recordings were made from slices of whole-layer cut, and waveforms of the local field potential obtained from layer II/III are shown. 
Note that stimulation of Oc1 did not generate oscillations in Oc2M. A4: Simultaneous recordings were made from slices of whole-layer cut, and waveforms of local 
field potential obtained from layers II/III are shown. Note that the stimulation of Oc2 did not generate oscillations in Oc1. (B1–4) Simultaneous recordings of field 
potentials were obtained from Oc1 and Oc2M. The location of the stimulation electrode is shown in the line drawings. B1–4 were obtained from the same slice. B1: 
Simultaneous recordings were made from normal slices, and waveforms of the local field potential obtained from layers II/III are shown. Note that differences in the 
peak time of waves between the two traces indicate that the initial wave propagated from Oc1 to Oc2M, whereas later waves propagated from Oc2M to Oc1. B2: 
Simultaneous recordings were made from the slice of the lower-layer cut, and waveforms of the local field potential obtained from layer II/III are shown. Note that, 
similar to the case of a normal slice, differences in the peak time of waves between the two traces indicated that the initial wave propagated from Oc1 to Oc2M, 
whereas later waves propagated from Oc2M to Oc1. B3: Simultaneous recordings were made from slices of whole-layer cut, and waveforms of local field potential 
obtained from layers II/III are shown. Note that stimulation of Oc1 did not generate oscillations in Oc2M. B4: Simultaneous recordings were made from slices of 
whole-layer cut, and waveforms of local field potential obtained from layer II/III are shown. Note that the stimulation of Oc2 did not generate oscillations in Oc1. 
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contributes to the signal traveling along the upper layer in Oc2M. 
When the lower pathway is disconnected, signals that go through the 

upper area of the disconnection travel from the upper to the lower area 
on the side of Oc2M. Thus, it takes time for the signal to start traveling 
along the lower layer (Figs. 3B, 4B). Meanwhile, however, feedforward 
signals by way of the upper pathway continue traveling toward the 
destination. The difference between the case of the upper and lower 
layer cuts is that the initial signal propagation and generation of the 
oscillation along the upper horizontal pathway seemed not to be affected 
by the lower layer cut, but not the upper layer cut. Together with these 
findings, in both cases, the contribution of the upper and lower path-
ways for the initial signal propagation toward the horizontal direction 
may be an alternative by using a vertical pathway, as needed. 

The same kinds of signal propagation in the visual cortex have been 
reported using optical recording with a voltage-sensitive dye. Tanifuji 
et al. demonstrated that, under the condition of disinhibition by 
applying 1 μM BMI to visual cortex slices, electrical stimulation to the 
white matter elicits vertical and horizontal signal propagation, which is 
similar to the initial phase of the present caffeine-assisted oscillations, 
and the effects of vertical upper and layer cuts were investigated. Under 
these conditions, signal propagation was maintained by avoiding a 
vertical cut, in which the signal propagated along the vertical connec-
tions (Tanifuji et al., 1994). This is similar to the initial phase of 
caffeine-assisted oscillations. Thus, in both cases, reciprocal vertical 
pathways worked together with horizontal pathways to establish stable 
signal communication. 

Fig. 6. Comparison of oscillation sizes before and after disconnection between Oc1 and Oc2M. Black bar charts plot averaged numbers of oscillation waves before 
slice cutting in the case of Oc1 stimulation. Light gray bar charts plot the averaged numbers of oscillation waves after slice cut in the case of Oc1 stimulation. In all 
cases, pairs of wavenumbers before and after disconnection were collected from the same slice. (A) Upper-layer cut: data were collected from Oc1 (n = 14) and Oc2M 
(n = 14); (B) Lower-layer cut: data were collected from Oc1 (n = 5) and Oc2M (n = 5); (C) Whole-layer cut: data were collected from Oc1 (n = 8) and Oc2M (n = 8). 
Pairs of waves collected in Oc1 and Oc2M are indicated, and a paired t-test is executed for every pair of cases. Note that in the case of the whole-layer cut, the 
oscillation size in Oc1 is attenuated. The asterisk denotes a significant difference (**: paired t-test, P = 0.0094, n = 8, ***: paired t-test, P = 5.16 × 10− 7, n = 8), and 
n.s. denotes that there is no significant difference. 

T. Fukuda et al.                                                                                                                                                                                                                                 



Neuroscience Research 191 (2023) 28–37

36

4.3. Later backpropagation of oscillatory waves from the Oc2M to Oc1: 
feedback direction 

When the horizontal lower pathway was disconnected, the back 
propagation of oscillatory signals from Oc2M to Oc1 was not affected 
(Fig. 3B), showing that the lower pathway was not necessary for back-
propagation of oscillatory waves when the upper pathway was intact. 
This was also confirmed by the results of the simultaneous field potential 
recordings, presented in Fig. 5B1-B4. However, when the upper pathway 
is disconnected, it is difficult to interpret whether the lower pathway is 
required for the backpropagation of oscillatory waves from Oc2M to 
Oc1. The delay in entering the Oc2M of the initial trigger signal caused 
by the upper layer cut reflects a delay in the onset of the oscillation 
(Figs. 2B, 4A), showing that the oscillator in the Oc2M works indepen-
dently, and later oscillatory waves do not seem to propagate from Oc2M 
to Oc1 in this case. We previously reported that the oscillation generator 
is also equipped with the lateral Oc2L (Yoshimura et al., 2005). When an 
oscillator exists in Oc2M and Oc2L simultaneously, oscillation may be 
generated independently when the initial signal switches on both os-
cillators (Yoshimura et al., 2005a, 2005b). However, in Fig. 5A1-A4, the 
back propagation of the later oscillatory waves may be dependent on the 
oscillator in Oc2M. In this case, the oscillator in Oc2L may not have been 
equipped. These observations suggest that the lower pathway contrib-
utes to the backpropagation of later oscillatory waves as needed when 
the upper layer is disconnected. In other words, when the oscillator 
exists in Oc2M only, oscillatory waves later propagate through the lower 
pathway, whereas when the oscillator exists both in Oc2M and Oc2L, the 
trigger signal drives the respective oscillator independently. 

Regardless of the oscillator in Oc2L, backpropagation from Oc2M to 
Oc1 may have contributed to oscillatory events in Oc1. The reasons for 
this are as follows: An important finding of the present study is that the 
size of the oscillation in Oc1 is attenuated after the whole-layer cut 
between Oc1 and Oc2M (Figs. 5A3, 5 B3, 6C), suggesting that oscillatory 
events in Oc1 are assisted by the oscillator equipped in Oc2M. Therefore, 
the backpropagation by way of the intact layer must play an important 
role. Once the signal passes through an intact pathway, oscillation is 
generated using a vertical pathway. Thus, the contribution of the upper 
and lower pathways for later signal backpropagation may be an alter-
native by using horizontal and vertical pathways, as needed. This 
strategy may be owing to the fact that feedback connections are poly-
synaptic (Johnson and Burkhalter, 1997). 

4.4. Oscillation generator 

In general, synchronized oscillations are established in excitatory 
and inhibitory networks, in which the balance of excitation between 
recurrent and inhibitory networks influences the patterns of oscillations 
(Shu et al., 2003; Melamed et al., 2008; Sase et al., 2017; Singer, 2018; 
Lourenço et al., 2020; Zhang and Zhang, 2020). In the case of 
caffeine-assisted oscillations, the excitability of the excitatory network 
increases, during which caffeine acts on both excitatory and inhibitory 
neurons (Fredholm et al., 1999; Yoshimura et al., 2005a, 2005b). As the 
gain (E/I ratio) increases, an appropriate network for oscillation gen-
eration may emerge. For inhibitory networks, it is difficult to detect the 
voltage responses of inhibitory neurons by field potential recordings 
because the electrical fields produced by inhibitory neurons are sym-
metrical. Therefore, the source of the oscillation generator may be 
predicted from waveforms because the voltage responses produced by 
inhibitory neurons may be excluded. Considering electrical fields, field 
potential recordings can detect the relative strength of the current sink 
or flow at the recording site based on waveforms. In this study, we 
recorded the local field potentials in the upper and lower layers. The 
important finding is that the direction of the wave fluctuation was 
reversed between the oscillatory waveforms in the upper and lower 
layers. In addition, the direction of wave fluctuation was the same be-
tween the two recording sites in the horizontal upper layer (not shown 

here, see Yoshimura et al., 2003). These observations suggest that the 
source of oscillation does not exist between the horizontal layer II/III, 
but exists in vertical networks between the upper and lower layers. In 
other words, the oscillation generator was created from the network 
loop in the vertical direction. Thus, the column itself in Oc2M may be a 
candidate oscillator. 

Optical recording methods using voltage-sensitive dyes can detect 
membrane potential depolarization, excitation strength, and neural ac-
tivity dynamics. The excitatory strength is much higher in layer II/III 
than in the lower layer, showing that the current sink is prominent in 
layer II/III. However, the oscillator itself may not be localized within 
layer II/III, as mentioned above. Together with these considerations, the 
oscillation generator may be composed of a loop of vertical connections 
in the Oc2M, whereas the role of synaptic activities in layer II/III may be 
boosted by synchronized oscillation. 

During one course of oscillation, the early oscillatory phase gradually 
shifts to the later oscillatory phase, in which the non-NMDA receptor- 
dominant phase shifts to the NMDA receptor-dominant phase (Yoshi-
mura et al., 2016). This shift may be induced by repetitive synaptic 
activity within the upper layer of the recurrent network. Positive feed-
back via recurrent collateral connections can sustain persistent firing, 
and this kind of network is called the ‘attractor network’ (Rolls, 2010). 
Recently, it was proposed that recurrent networks in both the upper and 
lower layers of the neocortex form an ‘attractor network’. This idea is 
based on integrate-and-fire neural network simulations (Rolls and Mills, 
2017). Limit cycle attractor is a case of the attractor networks, and the 
limit cycle attractor generate synchronized oscillation (Oku and Aihara, 
2010; Thivierge et al., 2014). Changes in E/I balance can dramatically 
regulate the temporal rhythms of neural oscillations (Zhang and Zhang, 
2020). According to the ‘neural mass model’, limit cycle attractors can 
generate alpha-like activity (Jin et al., 2022), and in the condition of 
increased E/I ratio, the limit cycle attractor generates alpha or theta 
band activity (Stefanovski et al., 2019). In our experiments, the appli-
cation of caffeine generated oscillations at a frequency of approximately 
8 Hz (Yoshimura et al., 2001), and may increase the E/I ratio. In addi-
tion, the distal dendrites in layer II/III receive clustered and synchro-
nous inputs (Xiumin, 2014). Therefore, this may be an adequate 
condition for forming the limit cycle attractor in the upper layer of 
Oc2M. However, deep cortical neurons also have recurrent networks 
and the ability to form an attractor network that is connected to the 
upper layer networks. Considering this comprehensively, a neural 
oscillator might be composed of attractor networks in the upper and 
lower layers, in which the role of the upper layer is to boost oscillatory 
activities. In addition, the starting switch of the oscillator may be located 
at any point of the vertical loop because the oscillator is switched on by 
the signal from the upper layer as well as from the lower layers. 

5. Conclusion 

In the case of caffeine-assisted oscillations, interregional coupling is 
accomplished by signals traveling through the upper horizontal, lower 
horizontal, and vertical pathways. These pathways have the ability to 
convey oscillatory signals and function alternatively, even when the 
upper or lower pathway is disconnected. Neocortical horizontal and 
vertical connections might play a role as safety devices for interregional 
signal communication. In addition, together with our previous studies, it 
is suggested that the oscillation generator may be composed of a neural 
loop between the upper and lower layers, and that the upper layer may 
play a role as a booster of synchronized oscillations. 
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