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2019) is a key document for clinical management in Japan 
and includes CQs.10 In this study, we aimed to evaluate the 
accuracy of ChatGPT’s responses to CQs on JSH 2019 to 
determine whether AI can aid clinicians in the interpreta-
tion of the guidelines.

Methods
Study Design
We used an observational cohort design and the data 
source for this study was the JSH 2019.10

ChatGPT
ChatGPT (OpenAI, San Francisco, CA, USA) is a natural 
language processing tool based on the Generative Pre-trained 
Transformer 3.5 architecture. It is pre-trained on a large 
corpus of text data, enabling it to generate responses to a 
wide range of text-based inputs. In this study, ChatGPT 
was used to generate responses to CQs related to JSH 2019, 
and to evaluate its accuracy these answers were compared 
with the correct responses as outlined in the guidelines.

Outcome Measures
On April 11, 2023, the questions in Japanese were manually 
entered into the ChatGPT interface. In instances where the 
answer format was uncertain from the original question, 
the statement “Provide one answer” was appended as nec-

C linical decision-making for the management of 
patients relies heavily on accurate interpretation of 
clinical guidelines,1 this can sometimes be challeng-

ing, especially for healthcare professionals who lack exper-
tise in a particular clinical domain. To assist interpretation, 
evidence-based questions and answers, termed “clinical 
questions” (CQs), are often, but not always, included in 
guidelines,2 and without CQs it can be difficult for non-
expert clinicians to effectively use the guideline.

Recent significant advances in artificial intelligence 
(AI),3–5 especially the large language models (LLMs), and 
the self-regressive LMs in particular, have attracted con-
siderable attention.6 On November 30, 2022, OpenAI 
launched ChatGPT, which is a refined and accessible LLM 
that is becoming more widely used as a new level of service 
for retrieving information, answers, or solutions. Limited 
studies have evaluated the effectiveness of non-domain 
specific natural language models, such as ChatGPT, in 
assisting healthcare professionals in interpreting clinical 
guidelines.7

Hypertension affects approximately 1 billion people 
worldwide and is a significant risk factor for cardiovascular 
diseases such as stroke and coronary artery disease.8 Japan 
has one of the highest prevalence rates of hypertension in 
the world, and hypertension-related diseases are a major 
public health issue.9 The Japanese Society of Hypertension 
Guidelines for the Management of Hypertension (JSH 
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Background:  To assist healthcare providers in interpreting guidelines, clinical questions (CQ) are often included, but not always, 
which can make interpretation difficult for non-expert clinicians. We evaluated the ability of ChatGPT to accurately answer CQs on 
the Japanese Society of Hypertension Guidelines for the Management of Hypertension (JSH 2019).

Methods and Results:  We conducted an observational study using data from JSH 2019. The accuracy rate for CQs and limited 
evidence-based questions of the guidelines (Qs) were evaluated. ChatGPT demonstrated a higher accuracy rate for CQs than for 
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Conclusions:  ChatGPT has the potential to be a valuable tool for clinicians in the management of hypertension.
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also evaluated. ChatGPT demonstrated a higher accuracy 
rate for questions related to CQs (80%) compared with Qs 
related to limited evidence-based questions (36%, P value: 
0.005) (Figure A). Additionally, ChatGPT showed a trend 
of higher accuracy rate for recommendation level (62%) 
than for evidence level (38%, P value: 0.070) (Figure B). No 
significant differences in accuracy were observed between 
questions that were originally written in Japanese (65%) 
and those that were translated into Japanese from English 
(58%, P value: 0.602) (Figure C).

essary. For certain questions that were linked, the second 
question was entered after the first question’s text, to 
enable ChatGPT to provide answers. The primary out-
come measure of this study was the accuracy of ChatGPT’s 
responses to CQs and to limited evidence-based questions 
(Qs) on JSH 2019. Accuracy was defined as the proportion 
of correct responses generated by ChatGPT out of the 
total number of questions asked. The accuracy was judged 
by a certified cardiology doctor (K.K.).

The following standards were utilized to ascertain the 
accuracy of the responses.
(1) � Queries that could be resolved with a binary answer 

(YES or NO) were judged to be accurate if they cor-
responded precisely.

(2) � For inquiries that elicited a numerical response, the 
answer was deemed accurate if the number provided 
corresponded exactly.

(3) � Questions that were responded to in writing were deemed 
accurate if there was no disparity between the answer 
and the contents of the response given by ChatGPT. 
Even if not all elements were included, the query was 
considered correct if it did not comprise any errors.

Regarding the variability of ChatGPT’s answers, we used 
the default value of 0.7 for the temperature parameter. The 
temperature parameter in AI language models is a control 
parameter for the model’s output randomness. It affects 
the probability distribution used by the model when 
generating text, effectively modifying how conservative or 
adventurous the model is when it creates new output.

Statistical Analysis
Descriptive analyses were performed to evaluate the accu-
racy of ChatGPT’s responses. We compared the accuracy 
rate of responses to the 2 types of questions: CQs and Qs 
related to limited evidence-based questions, recommenda-
tion level and evidence level, and in Japanese and English. 
We used a chi-square test to compare the proportions of 
correct responses between groups. We used Shannon 
Entropy to measure the degree of uncertainty or random-
ness in the responses generated by ChatGPT. Specifically, 
we calculated the entropy of the set of responses generated 
by ChatGPT for each CQ. Shannon Entropy is a statistical 
measure that quantifies the amount of information or 
uncertainty in a probability distribution. It ranges from 0 
(no uncertainty) to 1 (maximum uncertainty). To calculate 
the entropy, we first constructed a set of responses gener-
ated by ChatGPT for each CQ by repeating the same ques-
tion 10 times. We then calculated the frequency of each 
unique response in the set and used these frequencies to 
compute the entropy of the set. The statistical analysis was 
performed using a standard statistical software package 
(MedCalc Software 18; Mariakerke, Belgium). The thresh-
old for statistical significance was set to P<0.05.

Results
Descriptive analyses were performed to evaluate the accu-
racy of ChatGPT in providing responses to the CQs and 
Qs on JSH 2019. There were 17 CQs with 3 sub-questions 
and 9 Qs in JSH2019. Because the 9th Q had separate 
answers for 3 measurements, it was split into 3 separate 
questions for evaluation. A total of 31 questions were put 
to ChatGPT, and it correctly answered 20, resulting in an 
overall accuracy rate of 64.5%.

The accuracy rate for CQs and Qs of the guidelines was 

Figure.    Accuracy rate of ChatGPT. (A) Clinical questions vs. 
Questions. (B) Recommendation level vs. Evidence level. (C) 
English vs. Japanese.
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healthcare professionals in answering CQs on hyperten-
sion, especially evidence-based questions. However, cau-
tion should be exercised when using ChatGPT for more 
complex and nuanced questions. Furthermore, although 
we demonstrated the accuracy of ChatGPT in answering 
CQs, our study did not address the effect of the ChatGPT 
on clinical decision making or patient outcomes.

Concerns About LLMs
In the rapidly evolving field of healthcare, AI, particularly 
natural language processing models such as ChatGPT, 
has shown promise in interpreting and answering CQs. 
However, it is important to note that these models might 
produce “hallucinations”, or plausible-sounding but 
unverified or incorrect information, and have limitations 
due to the training data.11,12 The ChatGPT model, trained 
on a range of internet text available up until September 
2021, might reflect more recent medical knowledge not 
included in the guidelines at the time of their publication. 
In the future, the advent of extended LMs that can perform 
real-time searches to include up-to-date information in 
their responses could potentially address these concerns. 
However, we must recognize and work within the limita-
tions of existing models such as ChatGPT at this time. 
It can be a valuable tool when used with a clear under-
standing of its capabilities and limitations, including the 
potential for hallucinations and the lack of real-time 
information updates.

Clinical Implications
To our knowledge, this is the first study to evaluate the 
accuracy of ChatGPT in providing responses to CQs 
related to the JSH guidelines for the management of hyper-
tension. Our study showed that ChatGPT has the potential 
to be a valuable tool for clinicians who need quick access 
to accurate information on hypertension management. 
Nonetheless, the limitations of ChatGPT in answering 
certain types of questions should be considered when uti-
lizing it. Furthermore, our study provided important 
insights into the limitations of ChatGPT in responding to 
certain types of questions, which can guide the develop-
ment of future natural language processing tools.

Although AI presents an innovative tool for answering 
clinical queries, users must remain aware that responses 
are not always backed by sufficient evidence. Mitigating 
risks and advocating for adequate safeguards and regula-
tions by governments of various countries becomes crucial 
in harnessing the potential of AI in healthcare.12

Study Limitations
Our study has several limitations that should be considered 
when interpreting the results. First, the sample size was 
relatively small, which may limit generalization of our find-
ings. Second, our study focused only on the JSH guidelines 
for the management of hypertension in Japan, and further 
research is needed to evaluate the accuracy of ChatGPT in 
responding to CQs related to other medical specialties and 
guidelines. Third, it is possible that with more carefully 
crafted prompts (e.g., “according to the recent evidence”), 
the percentage of correct answers may be higher. Future 
research can be planned to explore optimal prompting 
strategies to increase the model’s accuracy. Finally, our 
study did not evaluate the effect of using ChatGPT on 
clinical outcomes, and further research is needed to deter-
mine whether it improves patient outcomes.

We used the Shannon Entropy to test whether ChatGPT 
could ask the same question 10 times and get the same 
answer (Table). Of the 21 CQs, 9 had zero entropy (i.e., the 
answers were all identical). Of the remaining 12 questions, 
7 had an entropy >0.5 (i.e., there was an unacceptable 
blurring of answers). The tendency of questions with high 
entropy was examined and it was not related to the length 
of the text, the strength of the evidence or the recommen-
dations.

Discussion
ChatGPT provided accurate responses to CQs related to 
the JSH 2019 guidelines for the management of hyperten-
sion. However, the overall accuracy rate of 64.5% may not 
be sufficient to characterize ChatGPT as “accurate” and 
possessing “the potential to be a valuable tool”. ChatGPT 
showed a higher accuracy rate for CQs than for Qs related 
to limited evidence-based questions, and a trend of higher 
accuracy rate for recommendation level than for evidence 
level. No significant differences in accuracy were observed 
between questions originally written in Japanese and those 
translated from English.

Comparison With Prior Studies
Although there are no prior studies that have evaluated the 
accuracy of the ChatGPT’s responses to CQs specifically 
about guidelines, there are several studies that have looked 
at the accuracy of ChatGPT on CQs. A recent study in the 
USA found that ChatGPT adequately answered 21 of 25 
questions in response to Cardiovascular Disease Prevention 
Recommendations.7 The reasons for wrong answers were 
related to information not commercially available, such as 
incorrect low-density lipoprotein cholesterol cutoff values 
in the most recent guidelines or failure to include genetic 
considerations regarding familial high cholesterol. Our 
study results suggest that ChatGPT can be a useful tool for 

Table.  Accuracy and Entropy When ChatGPT Was Asked 
the Same Clinical Question 10 Times

Accuracy Entropy

CQ1 0.9 0.468996

CQ2 0.9 0.468996

CQ3 1 0

CQ4 1 0

CQ5 1 0

CQ6 1 0

CQ7 0.8 0.721928

CQ8 0.4 0.970951

CQ9 0 0

CQ10-1 0.9 0.468996

CQ10-2 0.9 0.468996

CQ11 1 0

CQ12 0 0

CQ13-1 0.4 0.970951

CQ13-2 1 0

CQ14 0.8 0.721928

CQ15 0.2 0.721928

CQ16 0.4 0.970951

CQ17-1 0.4 0.970951

CQ17-2 1 0
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Conclusions
The results of our study indicate that ChatGPT has the 
potential to be a valuable tool for clinicians in the manage-
ment of hypertension. Overall, the results demonstrated 
that ChatGPT had a high accuracy rate in providing 
responses to CQs and Qs on JSH 2019. The accuracy rate 
varied by available evidence, suggesting that further 
improvements to ChatGPT may be necessary for several 
types of questions.

We suggest AI can be used as a supplementary tool in 
healthcare, providing preliminary guidance and quick ref-
erence to established guidelines. However, there are several 
limitations in the current AI model, and thus its role 
should be to complement expert medical knowledge.
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