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Abstract 1

Abstract

Depression, a pervasive mental health disorder, extends its impact globally, leaving

profound consequences on individuals and society at large. Characterized by persistent

feelings of despair, diminished interest, low energy levels, and heightened self-evaluation

and guilt, depression manifests through various debilitating symptoms. Individuals grap-

pling with this condition often exhibit disinterest in daily activities, disturbances in sleep

patterns, alterations in appetite, compromised concentration, and, at times, even inclina-

tions toward self-harm.

The accurate diagnosis and timely identification of early-stage depression repre-

sent formidable challenges within clinical practice. The subjective nature of depressive

symptoms, which varies markedly from person to person and across diverse cultures, fur-

ther complicates the diagnostic process. Current diagnostic approaches heavily rely on

the experiential knowledge of clinicians and subjective accounts provided by patients.

Unfortunately, this reliance introduces potential subjective biases and inconsistencies.

Moreover, patients may conceal symptoms or inadvertently overlook signs of depression,

thereby adding layers of complexity to achieving an accurate diagnosis. In response to

these challenges, the integration of cutting-edge technologies, particularly artificial intel-

ligence (AI), has emerged as an imperative for facilitating early depression detection.

Meanwhile, increasing evidence suggests that specific language and emotions ex-

pressed on social media platforms may provide clues about depression. In this context,

machine learning is gradually being applied to depression detection based on social me-

dia text data. Methods based on traditional machine learning can perform automatic,

objective, and effective assessments, but their performance largely depends on feature

construction and selection, with generalization limited by the features and algorithms

used. In contrast, deep learning, with the goal of understanding the context of complex

natural language sentences, has fundamentally transformed the potential feature extrac-

tion process. Existing depression detection systems based on deep learning can execute

1



Abstract 2

continuous processes such as preprocessing, feature extraction, and depression detection,

achieving end-to-end automated depression detection, which holds significant implica-

tions for the prevention and treatment of depression.

Nevertheless, a notable drawback in the realm of AI for early depression detection,

compounded by challenges in data acquisition, labeling, and model generalization, is the

inherent uninterpretability of the models employed. Many contemporary deep learning

models, notably those rooted in deep neural networks, are often deemed "black box"

models, signifying the opacity of their internal decision-making processes and logic. This

lack of transparency poses a significant obstacle in elucidating how the model arrives

at conclusions regarding an individual’s early-stage depression. Given the importance

of clear explanations in clinical decision-making, the interpretability challenge becomes

a potential impediment to the widespread clinical application and acceptance of such

models among doctors and patients.

Enter TAM-SenticNet, a pioneering Neuro-Symbolic AI framework meticulously

crafted for the early detection of depression through an in-depth analysis of social media

content. In a concerted effort to overcome the constraints of traditional diagnostic tools,

TAM-SenticNet seamlessly integrates neural networks for adept feature extraction and

sentiment analysis with symbolic reasoning for intricate logical inference. This fusion

significantly enhances the model’s explainability, addressing a critical gap in current AI

applications for mental health.

Empirical evaluations reveal that TAM-SenticNet excels beyond existing models in

performance metrics, achieving a Precision of 0.665, Recall of 0.881, and F1-score of

0.758, coupled with superior latency metrics, including ERDE5 and ERDE50 at 0.025,

LatencyT P at 1.0, and Flatency at 0.675. These achievements highlight TAM-SenticNet’s

cutting-edge approach to early depression detection, making it a pioneering tool in the

application of AI for mental health informatics.

In conclusion, this paper delves into the intricate facets of depression, emphasizing

the pivotal role of advanced technologies, specifically Neuro-Symbolic AI, in achieving

2



Figure 3

early detection. TAM-SenticNet not only presents an innovative approach to addressing

early depression but also lays the groundwork for the extensive integration of AI into

mental health research and practice.

Keywords: Neuro-Symbolic AI, Depression Detection, Social Media Analysis, Early

Intervention, Sentiment Analysis, Explainability
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1 INTRODUCTION 4

1 Introduction

1.1 Research Background

Depression, a significant public health challenge, impacts individuals and society at

large [1, 2, 3]. Early detection is vital for effective intervention [4]. Traditional diagnostic

methods like the Hamilton Depression Rating Scale (HAMD) and Beck Depression In-

ventory (BDI) are crucial but have limitations, including episodic assessment and reliance

on self-reporting, which may miss early or subtle signs [5]. In contrast, social media of-

fers a continuous, real-time mental health monitoring platform, providing insights into

emotional states overlooked by traditional methods [6, 7, 8].

Recent AI-driven approaches in depression detection have evolved across neural,

symbolic, and hybrid methodologies. Neural models excel in pattern recognition but of-

ten lack interpretability and struggle with nuanced emotional analysis [9, 10]. Symbolic

models offer structured reasoning and interpretability but can lack adaptability to com-

plex datasets [11, 12]. Hybrid approaches attempt to balance these aspects but still face

challenges in real-time processing and comprehensive emotional understanding [13, 14].

TAM-SenticNet, our Neuro-Symbolic AI framework, addresses these challenges.

It combines neural networks’ sentiment analysis capabilities with symbolic reasoning’s

logical inference, providing nuanced interpretations of emotional expressions in social

media data. This approach not only overcomes the limitations of traditional methods but

also harnesses the dynamic capabilities of social media analytics, setting a new standard

in mental health research.

1.2 Research Motivation

1.2.1 Objective of the Study

The overarching objective is to significantly enhance the efficiency and precision of

early depression detection by synergizing the strengths of neural networks and symbolic

4



1 INTRODUCTION 5

reasoning. The TAM-SENTICNET model, developed through the application of Neuro-

Symbolic AI, represents an innovative approach that seeks to redefine the state-of-the-art

in the field.

1.2.2 Benefits of Neural Networks and Symbolic Reasoning Integration

The synergy of neural networks, adept at processing vast datasets and extracting

intricate features, with symbolic reasoning, known for facilitating a deeper understanding

of the inference process, not only enables the model to process complex data but also

enhances the interpretability of its decisions.

1.2.3 Innovation in AI Technology Application

Through the seamless amalgamation of neural networks and symbolic reasoning,

our aspiration is not only to advance the current landscape of early depression detection

but also to introduce an innovative AI-powered method that sets a new standard in the

field.

1.2.4 Primary Goal for Early Depression Detection

The primary goal of this research is to present a more dependable, robust, and effi-

cient solution for the early identification and intervention of depression, ultimately seek-

ing to ameliorate the quality of life for individuals grappling with depression and lessen

the societal burden associated with this prevalent mental health condition.

1.2.5 Advocacy for Neuro-Symbolic AI Integration in Mental Health

By advocating for and exemplifying the integration of Neuro-Symbolic AI in the

realm of mental health, we aim to set a pioneering precedent. This initiative not only of-

fers inspiration for interdisciplinary research but also strives to propel the profound inte-

gration of artificial intelligence technology with the multifaceted domains of psychology,

psychiatry, and related fields.

5



1 INTRODUCTION 6

1.2.6 Inspiration and Theoretical Foundation

The inspiration and theoretical foundation for this research are deeply rooted in

the prevailing trend of multidisciplinary integration. By weaving together insights and

methodologies from the dynamic fields of artificial intelligence, neuroscience, and psy-

chology, this study stands as a testament to the power of cross-disciplinary collaboration.

The theoretical innovations and empirical findings emerging from this study are poised

to not only advance our understanding of early depression detection but also provide

novel perspectives and technical support that can reshape the landscape of mental health

research.

1.3 Research Objectives

The overarching aim of this study is multifaceted, encompassing the following spe-

cific research objectives:

1.3.1 Development of TAM-SENTICNET Model

• Expand the Neuro-Symbolic AI framework to construct the TAM-SENTICNET

model.

• Integrate Neural Network and Symbolic Reasoning components effectively.

1.3.2 Enhancement of Early Depression Identification

• Investigate the potential of TAM-SENTICNET in improving the accuracy of early

depression detection.

• Assess the model’s capability to identify nuanced signs of early depression.

1.3.3 Utilization of TAM Model and SenticNet Library

• Incorporate the TAM model and leverage the SenticNet sentiment analysis library

in the model architecture.

6



1 INTRODUCTION 7

• Evaluate the synergistic impact of combining these elements on the overall perfor-

mance.

1.3.4 Automation and Objectivity in Detection

• Aim for the automation of the detection process using TAM-SENTICNET.

• Assess the model’s objectivity in identifying early signs, minimizing subjective bi-

ases.

1.3.5 Comprehensive Evaluation Metrics

• Develop and apply comprehensive evaluation metrics to gauge the effectiveness of

TAM-SENTICNET.

• Include metrics such as precision, recall, F1-score, and latency measures for a holis-

tic assessment.

1.3.6 Validation of Automated Detection

• Validate the automated detection capabilities of TAM-SENTICNET through empir-

ical studies.

• Compare the model’s performance against existing methods and benchmarks.

1.3.7 Exploration of Interdisciplinary Applications

• Explore potential interdisciplinary applications of TAM-SENTICNET beyond early

depression detection.

• Investigate the model’s adaptability to broader mental health informatics scenarios.

By delineating these specific research objectives, this study endeavors to contribute in-

sights and advancements to the field of early depression detection, leveraging the innova-

tive TAM-SENTICNET model grounded in Neuro-Symbolic AI principles.

7
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1.4 Research Contributions

This study makes the following important contributions to the field of early depres-

sion detection, highlighting the interpretability of the models:

1.4.1 Explainable model design

A highly explainable TAM-SENTICNET model is proposed, which fully integrates

neural network and symbolic reasoning, so that the decision-making process of the model

has a clear explanation, which is helpful to understand the basis for the identification of

early depression.

1.4.2 Application of emotion analysis

The TAM model is used for emotion analysis, which links emotional patterns with

the characteristics of early depression, emphasizes the important role of emotion analysis

in explaining the model, and provides a new perspective for depression research.

1.4.3 Integration of SenticNet library

The successful integration of SenticNet sentiment analysis library enriched the emo-

tion information of the model, improved the explainability of the model, and contributed

substantial content to the explainability of the model.

1.4.4 Empirical verification and practical analysis

The interpretability of TAM-SENTICNET model was verified through fully de-

signed experimental proof, and its practicability for the detection of early depression

was analyzed, providing a new idea and method for the automatic detection of early de-

pression.

8



1 INTRODUCTION 9

1.5 Thesis Organizations

In this chapter, we introduce the background of the research. We propose a TAM-

SENTICNET model for the detection of early onset depression, focusing on solving the

unexplainability of the general model. The organization of the paper is structured as

follows:

Chapter 2:Literature review

Chapter 2:Research method

Chapter 4: Eexperiment

Chapter 5: Conclusion and Future work

9



2 LITERATURE REVIEW 10

2 Literature review

Depression detection as a subset of sentiment analysis. In this chapter, we will

specifically review the development of sentiment analysis in the context of social media,

including social media context sentiment tnalysis task, methods for sentiment analysis,

and detection methods for depression, etc.

2.1 Social Media Context Sentiment Analysis Task

2.1.1 Emotion Classification

Sentiment classification, also known as sentiment polarity classification, is one of

the most common tasks in sentiment analysis. It is based on the assumption that the

opinions in the target text about an entity or aspect can be simply categorized into one of

two opposite sentiment polarities, or positioned on a continuous variable between these

two sentiment polarities[15]. Therefore, sentiments are generally divided into three main

categories: positive, negative, or neutral. To express the intensity of sentiment, various

measures can be used, such as the commonly used measurement range of ［-1, 1］ ,

where -1 represents the maximum negative emotion, 1 represents the maximum positive

emotion, and 0 represents a neutral attitude[16, 17]. Some studies categorize sentiment

ratings into 5 levels, setting 0 as the maximum negative and 4 as the maximum positive

emotion[18]. However, Thelwall et al. argue that positive and negative emotions can co-

exist. They propose an algorithm that simultaneously measures both sentiment polarities,

meaning that the sentiment classification result for a sentence can have both positive and

negative values to express the intensity of emotion[19].

2.1.2 Emotion Analysis

According to research in affective psychology, although positive and negative emo-

tions are crucial dimensions, there are many other types of emotions and criteria for

measuring emotional intensity. Positive and negative polarities alone may not fulfill the

10



2 LITERATURE REVIEW 11

requirements of emotion classification[20]. Tasks that involve subdividing emotion types

are known as emotion analysis. Bollen et al. analyzed public emotions based on the

Profile of Mood States, a psychological scale measuring mood, using six dimensions:

tension, depression, anger, vigor, fatigue, and confusion[21] . Another study, based on

Plutchik’s emotion development psychology theory[22], mapped eight emotions—anger,

fear, sadness, disgust, surprise, anticipation, trust, and joy—into four pairs of emotional

polarities. This study discerned changes in the emotional states of Twitter users during

significant events[23].

2.1.3 Temporal Analysis of Emotions

Time is a crucial dimension in defining problems related to sentiment analysisliu[24].

Over time, people may persist or change their opinions, and even introduce new view-

points. Therefore, predicting future sentiments or events is essential in sentiment anal-

ysis. This task involves determining the sentiment expressed in the text, identifying

and forecasting changes in sentiment trends over time, very much akin to sentiment

prediction[25]. In a study, Twitter topics were categorized into different time periods such

as peak periods, pre-peak periods, and post-peak periods based on time series analysis.

This research tested the volume of topic discussions in different time periods, confirming

the relationship between the popularity of Twitter topics and the intensity of positive and

negative sentiments[26].

2.1.4 Subjective Detection

The task of subjective detection is to identify whether a given sentence is subjective.

Objective sentences convey factual information, while subjective sentences can express

personal thoughts, such as opinions, evaluations, emotions, and beliefs. These sentences

may contain positive or negative sentiments, unlike objective sentences. This task can be

seen as a preliminary step in sentiment classification, as effective subjective detection en-

sures more accurate sentiment classification[27]. Assessing the subjectivity of a sentence

11



2 LITERATURE REVIEW 12

is even considered a more challenging process than distinguishing positive, negative, or

neutral emotions[28].

2.1.5 Opinion Summarization

Beineke et al. introduced the concept of opinion summarization when analyzing

movie reviews on "Rotten Tomatoes" to concisely express reviewers’ evaluations of key

aspects of a film[29]. While similar to text summarization, opinion summarization places

a greater emphasis on extracting entity features commonly mentioned in one or more

texts and their associated sentiments. Consequently, opinion summarization tasks can be

divided into two aspects: single-text and multi-text opinion summarization. Single-text

opinion summarization involves analyzing facts present in the text, such as changes in

sentiment direction and discovering connections between different entities or features,

while extracting more coherent text segments[30]. On the other hand, in multi-text

opinion summarization, once entities or features are detected, it becomes necessary to

group or rank multiple sentences expressing sentiments related to those entities or fea-

tures to extract meaningful statements. The final form of the summary can be in text[31],

numerical[32], or graphical formats, describing key entities or features and quantifying

sentiments related to each entity or feature in some way[33]. For instance, Hu et al.

tallied the number of positive or negative sentences related to each product feature in

user reviews, extracting a summary of user feedback by quantifying the number of these

sentences[32].

2.1.6 Opinion Retrieval

Opinion retrieval aims to retrieve documents containing opinions, perspectives, or

viewpoints based on given query terms. This was a primary task in the TREC Blog

Track from 2006 to 2010[34]. In opinion retrieval systems, it is common to calculate two

scores for each document: a relevance score to the query and an opinion score regarding

the query. The final ranking of documents is then determined based on the combined

12
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scores[35].

2.1.7 Opinion Holder Extractionl

Opinion holder extraction is the task of identifying who holds an opinion (or the

source of the opinion)[36]. Many text analysis tasks focus on finding more expressive and

influential opinions, extracting information related to different perspectives. Recognizing

opinion holders is crucial for distinguishing opinions from various viewpoints[37]. For

example, in the sentence "What is Miss Universe’s opinion on world peace?" the opinion

holder is "Miss Universe". To answer this question, both the opinion and the opinion

holder need to be extracted simultaneously. This task is based on fine-grained opinion

mining. It is important to note that the opinion holder can be explicit (coming from

named entities or noun phrases in the sentence) or implicit (coming from the author of

the text being analyzed)[38].

2.1.8 Irony and Sarcasm Detectionl

Irony and sarcasm detection focus on identifying statements that contain ironic or

sarcastic content. Discovering sentences with irony and sarcasm can significantly en-

hance the performance of sentiment analysis but is also one of the most challenging tasks

in the field of natural language processing. This difficulty arises, in part, from the lack

of consensus among researchers (linguists, psychologists, computer scientists) on how to

formally define irony or sarcasm and their structures[39]. A widely accepted view is that

a key feature of sarcastic sentences involves the use of positive words to express negative

opinions, closely related to the context of the surrounding text[39, 40, 41].

2.1.9 Cross-Domain Sentiment Analysis

A critical drawback in sentiment analysis is its strong dependency on the domain.

In other words, methods that perform well in one domain may not generalize well to

another. This issue hinders the potential sharing of valuable information across domains.

13
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Consequently, some scholars have initiated research on cross-domain sentiment analysis

tasks to address this problem[42, 43, 44].

2.1.10 Multimodal Sentiment Analysis

While text has consistently been a hot topic in sentiment analysis research, social

media data is not limited to a single text mode. For instance, users expressing their

opinions on Twitter may often accompany their tweets with photos uploaded on Instagram

and relevant videos on YouTube. Video-based social media platforms alone provide two

modalities: sound and visuals. Consequently, multimodal sentiment analysis has emerged

as a new research area. Scholars aim to identify emotions expressed by individuals on

social multimedia platforms, considering visual, audio, and text information[45].

Multimodal sentiment analysis can involve two modalities, combining different pairs,

or three modalities altogether. For example, Xu et al. proposed a bimodal sentiment anal-

ysis model based on merged neural networks, extracting sentiment features separately

from text and images and then combining them[46]. Poria et al. utilized combined fea-

ture vectors from text, visuals, and audio to train a classifier, presenting a parallel data

fusion approach[47].

Other tasks related to sentiment analysis include multilingual sentiment analysis[48],

geolocation-based sentiment monitoring[49], and fake opinion detection. Fake opinion

detection focuses on identifying opinions or comments containing untrustworthy content

that distorts the public’s perception of events, companies, or products[50].

2.2 Social Media Contextual Sentiment Analysis Techniques

In the contemporary landscape, as natural language processing technologies mature,

sentiment analysis has experienced unprecedented development and updates. However,

this study does not delve into the step-by-step processes of each algorithm, as numerous

research efforts have extensively investigated and analyzed cutting-edge technologies in

sentiment analysis from a technical perspective[51]. Scholars have provided detailed

14
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introductions, evaluations, and comparisons of commonly used sentiment analysis al-

gorithms, including natural language processing techniques[52], machine learning[53],

deep learning[54], and more. To identify common themes from these studies, some

scholars have classified sentiment analysis research from various angles. Feldman cate-

gorizes all sentiment analysis research into five types: document-level, sentence-level,

aspect-level, comparative sentiment analysis, and sentiment lexicon construction[55].

Another study outlines more refined classification criteria for sentiment classification

techniques[56], including categorization based on dictionaries and machine learning meth-

ods, as depicted in Fig. 1. This article draws inspiration from the latter’s classification

framework, focusing on exploring improvements in commonly used sentiment analysis

algorithms for the characteristics of social media, providing technical insights for future

relevant research.

2.2.1 Method Based on Dictionary

This method relies on a sentiment dictionary, which is a curated collection of senti-

ment words, phrases, and even idioms. The construction of sentiment dictionaries can be

15
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classified into two categories: dictionary-based and corpus-based methods. The former

typically involves manually collecting and annotating initial sentiment words (seeds) and

expanding this collection by searching for synonyms and antonyms in dictionaries. One

common example is SentiWordNet[57], developed from the well-known WordNet dictio-

nary. The primary drawback of this method is its inability to adapt to domain-specific

features and consider contextual nuances. However, even so, it provides a simple and

effective solution for sentiment polarity analysis in the context of social media. Corpus-

based techniques aim to provide word lists relevant to specific domains. These lists start

with a set of seed sentiment words and then utilize statistical methods such as latent

semantic analysis to expand the word list by searching for words related to the seeds.

The emotional connotations of words often change with their contextual usage, and new

words not covered by dictionaries may emerge, especially in the rapidly evolving envi-

ronment of social media. Therefore, many studies focus on updating dictionaries (e.g.,

collecting new words, adding emoticons) or dynamically constructing emotional scores

for words to enhance sentiment analysis results. Saif et al. use context and semantic in-

formation extracted from DBpedia to update the weighted emotional orientation of words

and add new words to the dictionary[58]. Another study combines the semantic features

of nouns, using information gain and cosine similarity to modify the emotional scores

defined in SentiWordNet, thereby improving sentiment analysis performance[59]. Hung

argues that high-quality information has a stronger impact on consumer behavior than

low-quality information. To apply context information to the domain, preferences of sen-

timent dictionaries and text quality classification vectors are combined[60]. Emoticons in

the context of social media serve as natural emotional labels and are also used to reinforce

and construct sentiment dictionaries along with words[61].

2.2.2 Overview of machine learning processes

Machine learning methods can be broadly classified into two categories based on

the nature of the data used for learning: supervised and unsupervised learning tech-

16
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niques. Both of these methods rely on the selection and extraction of an appropriate

feature set for sentiment analysis. In the feature set, natural language processing tech-

niques play a crucial role, and typical features include N-grams, POS (part-of-speech)

features, sentiment word features, syntactic patterns, positional features, conceptual fea-

tures, and rhetorical features, among others [61]. Among supervised learning techniques,

support vector machines, naive Bayes, and maximum entropy are some of the commonly

used algorithms[62]. However, due to the lack of fully annotated corpora, researchers

have proposed semi-supervised and unsupervised learning methods[63]. Additionally,

combining supervised and unsupervised techniques or hybrid methods with dictionaries

has been widely applied in sentiment classification, often outperforming the use of dic-

tionaries or machine learning methods alone. For example, Er et al. combined dictionary

and machine learning methods to create user profiles, extracting personal preferences to

analyze typing habits and emotional fluctuations[64]. Moreover, the depth of the model

structure can be used to categorize machine learning into traditional machine learning

and deep learning. The general process of utilizing machine learning methods to de-

tect depression in social media text data is depicted in Fig. 2 and involves steps such as

data collection, data preprocessing (basic preprocessing and feature engineering), learn-

ing text representations using machine learning algorithms, and evaluating the learned

model using test data.

Common evaluation metrics for measuring the performance of depression detection

algorithms include Accuracy,Precision, Recall, and F1-score. However, these metrics

do not account for the time factor. In response to this, Losada et al. [15] proposed

the Early Risk Detection Error (ERDE) metric. This metric takes into account both the

correctness of binary decisions and the delay in making decisions by the model. The

delay is measured by the number of input texts (posts or comments) the model receives

before providing a prediction (k).

Social media content is often short and concise, with a plethora of personal feel-

ings and comments on daily life events. The nature of short texts combined with noise
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poses many challenges for machine learning methods. To compare the performance dif-

ferences of machine learning algorithms on various datasets, Choi et al. tested several

machine learning algorithms on four different social media datasets (IMDB, Twitter, ho-

tel reviews, and Amazon reviews). The results showed that for sentiment analysis to

achieve optimal performance, it is necessary to meet the following criteria: ① The train-

ing set data should be at least 2%of the dataset;② The optimal training text length should

be between 50-150 characters;③ Documents with higher subjectivity are more suitable

for the training set[65]. These results also suggest that it is crucial to choose more appro-

priate algorithms based on the different characteristics of social media platforms, rather

than simply selecting sentiment analysis techniques based on performance comparisons.

In addition to selecting algorithms based on research goals, combinations of differ-

ent machine learning algorithms are often used to overcome the issues of classification

imbalance and low recall rates in existing single machine learning algorithms. In the per-

formance evaluation of existing Twitter sentiment analysis systems, Zimbra et al. found

that three out of the top four systems, which exhibited the best performance, used ensem-

bles of machine learning classifiers[51]. Among them, BPEF (Bootstrapping Ensemble

Frame)[66]combines combinations of parameter sets, different classifiers, and feature

sets, with average accuracy exceeding 70%for sentiment classification, even outperform-

ing state-of-the-art deep learning methods.

Deep learning methods, inspired by the neural systems of the human brain, have

had a significant impact on a range of applications, including natural language process-

ing, speech recognition, and computer vision. They have also been successfully applied

in sentiment analysis research. Unlike machine learning, deep learning models do not

rely on feature extractors because these features are learned directly during the train-

ing process. The main idea behind this work is to use word embedding tools similar to

Word2Vec[67]to embed words into neural network models as learned features for senti-

ment training and classification.

Shirani-Mehr, based on the Stanford Sentiment Treebank, investigated the semantic
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analysis capabilities of different deep learning models for movie reviews, demonstrating

that deep learning networks can automatically extract features and achieve higher perfor-

mance when learning complex decision boundaries[68]. After confirming the applicabil-

ity of deep neural networks in extracting sentiment, Panthati et al. used convolutional

neural networks and long short-term memory architecture to extract features from cus-

tomer reviews. The results showed that these two deep learning methods outperformed

standalone Naive Bayes and support vector machine classifiers in terms of accuracy[69].

With the growing research interest in deep learning, this technology has rapidly been ap-

plied to sentiment analysis, outperforming traditional methods. The advantages of deep

learning models include high accuracy, but they also have some notable drawbacks, such

as training time consumption and the inability to interpret the semantics of the final deci-

sion.

2.3 Data acquisition and preprocessing

2.3.1 Social media text data collection

Social media text data mainly comes from posts and comments posted by users on

various social media platforms. Researchers typically obtain data for depression detec-

tion from platforms such as Reddit, Twitter, and Sina Weibo by crawling or using APIs.

Currently, there are few commonly used public datasets, including the RSDD (Reddit

self-reported depression diagnosis) dataset [70], the depression early detection datasets

ERiskD[71]and ERiskD 2018[72]from the ERisk (early risk prediction on the Internet)

task, the CLPsych 2015 (computational linguistics and clinical psychology shared task

dataset CLPD [73]for depression detection, and the MDDL dataset[74]for depression

detection created by Shen et al. using the Twitter API. These datasets consist of collec-

tions of posts published by users and are typically labeled based on users’ self-reported

diagnoses (such as "I have been diagnosed with depression") and manual review. The

statistical information for each dataset is shown in1
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Tab 1. Statistics of common public datasets

Data Set Number of depressed
users

Number of comparison
users

Number of posts by
depressed users

Number of posts by
comparison users

RSDD 9210 107274 8924490 103948506

ERiskD 2017 (Test
set/Training set)

83 / 52 403 / 349 30851 / 18706 26417 / 217665

ERiskD 2018 (Test
set/Training set)

135 / 79 752 / 741 49557 / 40665 481837 / 504523

CLPD (Test set/Training
set)

327 / 150 573 / 300 - -

MDDL 1402 >300000000 292564 100 million
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2.3.2 Data Preprocessing

Raw data undergoes basic preprocessing and feature engineering to generate a struc-

tured text table, which is then fed into machine learning models for classification and

detection. Basic preprocessing typically involves steps such as data cleaning, tokeniza-

tion, and standardization, aiming to reduce the interference caused by vocabulary size

and non-essential information.

Feature engineering aims to transform text data, either raw or preprocessed through

basic steps, into numerical data that computers can comprehend. In natural language

processing, text representation can be categorized into basic feature representation, static

word embeddings, and contextual word embeddings, as illustrated in Fig. 3. Basic feature

representation requires manually constructing features to represent text, commonly used

in conjunction with traditional machine learning methods, or as input for deep learning.

On the other hand, static word embeddings and contextual word embeddings are typically

employed in combination with deep learning approaches.

Basic Feature Representation can extract key information from the text and even

consider the order of word occurrences. However, it cannot integrate contextual semantic

information, which is crucial in natural language understanding. Static word embeddings

express the original meaning of words, word similarity, and even contextual relation-

ships. They are often used in conjunction with deep neural networks and show good

performance in natural language processing.

Methods based on contextual embeddings strive to learn the contextual semantics of

words as much as possible. Their effectiveness in various natural language processing

tasks is attributed to their extensive data, intensive training, model capacity, and the use

of unsupervised training methods. This gives them powerful language representation and

feature extraction capabilities, leading to excellent performance across multiple natural

language processing tasks.
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2.4 Depression Detection Based on Traditional Machine Learning

The application of traditional machine learning to depression detection using so-

cial media text data is primarily divided into two research directions: studies based on

different features and studies based on different machine learning algorithms. Research

focused on different features for depression detection aims to explore diverse and reli-

able features, often employing classic algorithms such as support vector machines. On

the other hand, research based on different machine learning algorithms emphasizes the

construction of more complex and integrated algorithms.

2.4.1 Detection Based on Different Fundamental Features

Before applying traditional machine learning for depression detection, it is necessary

to manually construct features from user posts. Different fundamental features and their

characteristics are shown in Table 2 Among them, language features can display distinct

language styles between individuals with depression and those with mental well-being,

thereby revealing different psychological processes. Commonly used language features

include Linguistic Inquiry and Word Count (LIWC). LIWC compares words in the text

with specific dictionaries, outputting word categories and frequencies. Nguyen et al.

[75]demonstrated the strong indicative power of LIWC in predicting depression at the

post level. Fatima et al. [76]achieved good discrimination between depression and non-

depression posts using LIWC.
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Tab 2. Various basic features and their characteristics

Basic Feature Representative Use Case Characteristics

Language feature LIWC etc. Having the ability to explain depression, it
is user-friendly, but not suitable for casual
documents such as social media.

Statistical characteristics BOW; TF-IDF; N-Gram etc. Capable of fully utilizing the original
meanings of keywords, with strong
versatility; however, it can only represent
text based on frequency and word order,
lacking effective utilization of contextual
information.

Domain knowledge characteristics Themes and emotions, etc. Strongly related to the field of depression,
capable of effectively explaining the
differences between patients and healthy
users.

Auxiliary feature User behavior and generationActive mode Often used as supplementary information
with other characteristic junctions
Combined use
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The language features provide the ability to explain depression, and they can be used

solely by analyzing word semantics. However, they are more suitable for formal docu-

ments such as news articles rather than informal or colloquial documents like social media

posts. Compared to language-pattern-based methods, statistical features such as bag-of-

words (BOW) and term frequency-inverse document frequency (TF-IDF) make better

use of the original meanings of keywords by counting word frequencies[77], and they

are more versatile. Prieto et al.[78]used a simple bag-of-words model, extracted N-gram

features, and applied correlation-based feature selection for depression detection, achiev-

ing good classification accuracy and speed improvement. Dos Santos et al.[79]found that

TF-IDF can make potentially useful predictions from very small datasets.

For the detection of mental disorders, knowledge features in areas such as themes

and emotions show good effectiveness. Typically, depression patients have different in-

terests in topics compared to mentally healthy users, allowing effective differentiation

based on the differences in discussed themes. For example, Nguyen et al. [80]found that

thematic and language psychological features are highly effective predictors, achieving

good results in post-level depression detection by combining both features. Emotion-

based features can provide information from more abstract emotional aspects and are

more relevant, effectively revealing differences between depression patients and men-

tally healthy users. For instance, Chen et al. [81], building upon LIWC, introduced a

set of fine-grained emotion features, demonstrating the effectiveness of emotion features.

Leiva et al. [82], while incorporating TF-IDF, also introduced three emotion polarity fea-

tures (positive, neutral, negative emotions), proving that methods incorporating sentiment

analysis are more accurate than those relying solely on TF-IDF.

In addition to utilizing language, statistical, and domain knowledge features, many

scholars have explored auxiliary features. Auxiliary features, such as user behavior and

lifestyle patterns, often serve as supplements to the above features, allowing a more re-

alistic and detailed comparison between depression users and healthy users, with more

comprehensive information available. Hu et al. [83], building on language features, incor-
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porated behavioral features and compared the classification accuracy of models under dif-

ferent observation windows, finding that language and behavioral features can accurately

identify whether a user is depressed, with the best performance observed at a 2-month

observation time. Chen et al. [81]combined LIWC with lifestyle features, demonstrating

the effectiveness of combined features.

Overall, in depression detection based on social media text data, the most primitive

single feature often lacks sufficient information, leading to the continuous exploration

and addition of more features. Under comprehensive features, various user information

can be utilized, but too many or even redundant features can decrease model efficiency.

Therefore, in the field of depression detection using traditional machine learning meth-

ods, determining which features to construct and how to select representative features

remains an important issue. Additionally, considering how to build suitable learning al-

gorithms to match the selected features, thereby allowing the model to perform better, is

also worth considering.

2.4.2 Detection based on different types of algorithms

In machine learning, the construction and selection of features are crucial, and the

choice and improvement of learning algorithms are equally important; the two comple-

ment each other. In the detection of depression based on social media text data, re-

searchers aim to match various features to improve detection performance, address prac-

tical issues such as limited labeled data and lack of support for incremental learning, and

enable early detection of depression.

Comprehensive features can encompass information about depression users, but not

all learning algorithms can effectively match them to produce good results. To address

this, many researchers have explored various approaches. For example, Peng et al. [84]

proposed using a multi-kernel support vector machine for depression text classification

based on user profile features, user behavior features, and post text features. The multi-

kernel support vector machine can adaptively select the optimal kernel for different fea-
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tures, resulting in better performance compared to a single-kernel support vector machine.

Although the multi-kernel support vector machine performs well, it still has some limi-

tations, such as being unsuitable for larger datasets and being more sensitive to missing

data. Ensemble learning can overcome the limitations of a single classifier, thereby im-

proving detection performance and generalization. For instance, Liu et al. used feature

selection methods, treating multiple single classifiers as base learners and employing lo-

gistic regression as a combination strategy to build a stacked model. The proposed model

not only reduces data dimensionality, improving model efficiency, but also overcomes the

limitations of individual models, enhancing model generalization, achieving an accuracy

rate of 90.27% in identifying depression patients.

Classical machine learning for depression identification on social media either re-

quires sufficient historical data or does not support incremental learning. To address these

issues, Tariq et al. [85] introduced a semi-supervised joint training model that combines

random forest, support vector machine, and naive Bayes. The proposed model requires

only a small amount of labeled data to label a large amount of unlabeled data, saving sig-

nificant human resources. Burdisso et al. [86]proposed the SS3 model, which supports

incremental training on text streams and has achieved advanced performance in early de-

tection of depression. Although the SS3 model performs well, one drawback is that the

model’s input section uses a bag-of-words approach, making it unable to consider issues

such as text word order.

Classical depression detection methods lack timeliness because detecting depres-

sion requires patients to first recognize their mental issues and then overcome shame to

seek medical help, a process that often takes a long time. Typically, when patients are

diagnosed with depression, it has already reached a severe level or even includes suicidal

tendencies. Considering these issues, many researchers have investigated early detection

of depression. Briand et al. [87] suggested that if posts from new users are semanti-

cally close to posts from at-risk users, then new users may also be at risk of depression.

To achieve this, they built an information retrieval subsystem and a supervised learning
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subsystem, with the predictions from each subsystem merged using a decision algorithm.

The proposed model can not only detect the condition of existing users but also early

detect depression in new users. Cacheda et al. [88] proposed the twin-case method

for early detection of depression. The twin-case method uses two independent random

forest classifiers, one for detecting depressed individuals and the other for identifying

non-depressed individuals. The two options (depressed and non-depressed) are indepen-

dently predicted, avoiding the delays caused by the mutual competition of the two options

in single-case methods. The results indicate that the twin-case method’s performance is

significantly better than that of single-case methods, improving current state-of-the-art

model detection performance by over 10% .

In summary, in the application of traditional machine learning for depression de-

tection, feature construction and selection have become comprehensive and mature, and

algorithms that match multiple features have achieved good results. However, current re-

search has relatively fewer explorations into practical issues such as limited labeled data,

which should be strengthened in the future. Additionally, some researchers have explored

early detection of depression and proposed novel methods, but overall, there is still room

for improvement in the effectiveness of such algorithms.

The summary of traditional machine learning algorithms in depression detection is

shown in Table 3.
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Tab 3. Summary of traditional machine learning algorithms for depression detection

Main Algorithm Year Data Source Advantage Limitation

Multi-core SVM 2019 Sina Weibo Ability to explain
depression;
User-friendly; Not
suitable for casual
documents like social
media

Changes in depression
levels and dynamic status
over time were not
considered

Feature selection
and stacking
integration strategy

2021 Weibo Eliminate redundant
features; Can make up
for the shortcomings of
multiple single
classifiers

Small data set; Depressed
users are young and not
representative of the
general population

Semi-supervised
joint training

2019 Reddit The model is more
robust with less
dependence on
annotated data

The influence of mood
change on depressive
symptoms was not
considered; Text word
order was not considered;
Parameter optimization
was not performed

SS3 2019 ERiskD 2017 Supports incremental
learning, interpretable,
and has low
computational cost

The influence of mood
change on depressive
symptoms was not
considered; Text word
order was not considered

Information
retrieval and
supervised learning

2018 ERiskD 2017 Can detect semantic
connections between
posts from new users
and risk users

Search engines do not add
indexes to features related
to depression; The
classifier is limited

Bidirectional
learning

2019 ERiskD 2017 The reward and
punishment detection
efficiency is better than
the singleton method

Emotional semantic
features are not considered
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2.5 Depression detection based on deep learning

Traditional machine learning requires the manual construction of a large number of

features. However, building effective features often consumes a significant amount of

time and effort for researchers. In contrast, deep learning can automatically extract fea-

tures based on raw text vectors and has the ability to abstract and generalize information.

In many cases, especially when dealing with large datasets, deep learning demonstrates

excellent performance. In the context of depression detection based on social media text

data, common deep learning algorithms include Convolutional Neural Networks (CNN),

Recurrent Neural Networks (RNN), algorithms incorporating attention mechanisms, and

Transformer-based models like BERT.

2.5.1 Depression detection based on CNN

In depression detection based on social media text data, CNN has been studied and

used due to its strong feature extraction ability. The basic framework of depression detec-

tion using CNN is shown in Fig. 4. Text data is transformed into numerical data by word

embedding technology to form word embedding matrix. Then, multiple convolution ker-

nels of different sizes are used for convolution operation. Finally, the binary classification

results are output through the pooling layer and the fully connected layer.

In their application, Trotzek et al. [89] utilized FastText pre-trained word embed-

dings based on Wikipedia as input for CNN. Simultaneously, they employed logistic

regression to handle user-level language metadata. The outputs from both components

were then fused for classification. The results showed that the constructed model ex-

hibited the best overall performance in early detection of depression. Considering the

common issue of class imbalance in real-world data, Kim et al. [90] introduced SMOTE

(synthetic minority oversampling technique) on top of CNN to overcome performance

loss caused by imbalanced data categories.

During the feature extraction process using CNN, gating units play a crucial role
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Fig 4. Depression detection framework based on CNN

in highlighting important information while filtering out less relevant details. This helps

identify key influencing factors and reduces the model’s parameter count, leading to fur-

ther performance improvement. Rao et al. [91] incorporated gating units into CNN,

combining the strong feature extraction capability of CNN with the ability to selectively

capture crucial emotional information from user posts. This integration enhances the

model’s detection performance and stability by filtering out less important information.

2.5.2 Depression detection based on RNN

While CNN can extract local information from text and has excellent parallel com-

puting capabilities, it struggles to capture long-distance textual semantic information. In

comparison, RNN, due to the introduction of memory units, has an advantage in pro-

cessing textual data by retaining previous information. The basic framework of RNN is

illustrated in Fig. 5. RNN units sequentially read the word embedding information of

each word, where hi represents the output unit of the hidden layer containing information

from the previous time step, h(i-1). Traditional RNNs face the issue of gradient vanish-
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ing, leading researchers to propose variant models like LSTM (long short-term memory)

and GRU (gated recurrent unit) to address this problem.

In the application of RNN and its variants, such as LSTM, for depression detection,

Amanat et al. [92] developed the RNN-LSTM model, demonstrating superior perfor-

mance compared to CNN. BiLSTM, in contrast to LSTM, incorporates training for both

preceding and succeeding contexts, effectively utilizing semantic information from both

directions and enhancing the model’s performance in sequence classification problems.

Ahmad et al. [93] proposed the use of BiLSTM for depression detection, showing that

BiLSTM outperforms LSTM in various metrics, although they did not address the issue

of imbalanced data categories. Cong et al. [94] constructed the X-A-BiLSTM model,

discovering that employing XGBoost on top of BiLSTM helps alleviate the problem of

data imbalance.

2.5.3 Depression Detection Based on CNN-RNN and Attention Mechanism

In theory, the CNN-RNN architecture combines the excellent feature extraction ca-

pabilities of CNN with the sequence modeling capabilities of RNN. In depression detec-

tion based on social media text data, researchers have explored this architecture. Aragón

et al. [95] transformed the content of user posts into sub-emotion sequences. After fea-

ture extraction using CNN, a bidirectional gated recurrent unit (BiGRU) captured the
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context of sub-emotion sequences. Finally, an attention mechanism was employed to

extract important sub-emotions from sentences. The proposed model showed an accu-

racy improvement of 7% and 12% compared to standalone CNN and RNN, respectively.

Moreover, when dealing with smaller datasets, standard CNN and RNN performance was

inferior to traditional machine learning methods.

Zogan et al. [96] constructed the DepressionNet framework, which combines stacked

BiGRU for handling user behavior features and a combination of CNN with attention-

enhanced BiGRU for extracting summaries of user posts. By fusing user behavior and

posting history, this framework automatically detects depression. Experimental results

indicated that the CNN+BiGRU model achieved good accuracy, and the proposed model

outperformed CNN+BiGRU by at least 2% in various metrics.

In depression detection, attention mechanisms allocate weights to information, pri-

oritizing important information related to depression. Given that many mental health pa-

tients express their feelings and emotions indirectly through metaphors on social media

[97, 98], Zhang et al. [99] introduced the Metaphor-Based Attention Model (MAM). The

MAM model utilized the Recurrent Neural Network Multi-Head Contextual Attention

(RNN_MHCA) [100, 101] module to acquire sentence and text metaphor features, calcu-

lating attention weights based on metaphor features. Experimental results indicated that

the attention-based MAM model effectively learned implicit emotional information from

users, confirming the effectiveness of metaphorical information in depression detection.

Similarly, Almars [102] proposed using attention mechanisms to analyze Arabic text data

related to depression. By adding an attention mechanism to BiLSTM, the model learned

crucial hidden features of depression, outperforming BiLSTM by 3% in accuracy. Ren et

al. [103] introduced the Emotion-Based Attention Network (EAN) model, incorporating

attention mechanisms. Through model comparisons, Ren et al. demonstrated that atten-

tion mechanisms effectively improved model performance, confirming the effectiveness

of emotional semantic information in depression detection.

Attention mechanisms not only enhance model performance but also, through visu-
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alizing their weight scores, analyze words and sentences strongly associated with depres-

sion. Song et al. [104] proposed the Feature Attention Network (FAN), which integrated

features such as depression symptoms, emotions, rumination, and writing style to sim-

ulate the diagnostic process of experts. The FAN model generated interpretability by

analyzing attention weights, confirming the crucial role of emotional information in de-

pression detection, although the overall model performance was not outstanding. Uban et

al. [105] , combining emotional information, applied the Hierarchical Attention Network

(HAN) to depression detection. By analyzing the abstract representations of data in the

network layers, the model provided comprehensive explanations of predictions. How-

ever, the HAN model focused more on language-related information and neglected the

modeling of user behavior, time, and other features. Zogan et al. [106] introduced the

Multi-Aspect Depression Detection Hierarchical Attention Network (MDHAN), a hybrid

model based on HAN. The model combined features from text, behavior, time, and se-

mantics, improving predictive performance. Through the analysis of attention weights,

the model explained its prediction method. However, the MDHAN model lacks an anal-

ysis of emotional aspects.

2.5.4 Depression Detection Based on BERT

The Transformer model utilizes self-attention encoders to autonomously explore

correlations between words within the same sentence, thereby obtaining more profound

encoding information. Additionally, Transformer completely discards the use of struc-

tures resembling recurrent neural networks, significantly enhancing computational speed

and the ability to process long sentences. Built upon a two-layer bidirectional Trans-

former structure, BERT, a pre-trained language model, possesses a robust capability for

modeling semantic information, as illustrated in Fig. 6. BERT requires the addition of

identifiers before and after the sentence as separators, followed by using word position in-

formation, segment information, and word embeddings as inputs to the two-layer Trans-

former encoders. BERT can function both as a word embedding technique and, when

35



2 LITERATURE REVIEW 36

Trm

[CLS]

CLS

Trm Trm Trm

Trm Trm Trm Trm

[SEP]
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Fig 6. Structure of BERT model

equipped with a simple classifier afterward, as a classification model.

In the field of depression detection, Yadav et al. [107] pioneered a new BERT-based

multi-task learning framework called FiLaMTL (Figurative Language Enabled Multi-

Task Learning Framework). This framework accurately identifies depression symptoms

by incorporating an auxiliary task of detecting figurative language usage. The research

results indicate that BERT has a strong feature extraction capability. However, BERT

trained on general corpora may not adapt well to specific domains. Moreover, the experi-

mental results demonstrate the effectiveness of introducing figurative language detection

for identifying depression symptoms. Domain-specific pretraining, as explored by Wang
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et al. [108] using BERT on depression datasets, outperforms all proposed Transformers-

based models in depression detection and severity classification tasks. To address issues

such as the massive size of the classical BERT model making it challenging to deploy

in practical applications, Zeberga et al. [109] proposed a new framework that applies

knowledge distillation techniques to transfer knowledge from a large pre-trained network

(BERT) to a smaller one (Distilled_BERT). Compared to BERT, Distilled_BERT not only

further enhances detection performance but also has a relatively smaller model size. In

the application of an improved BERT structure, Khan et al. [110] used the DeBERTa

(Decoding-Enhanced BERT with Disentangled Attention) model to differentiate depres-

sion from other diseases. DeBERTa introduces a disentangled attention mechanism and

an enhanced mask decoder, enabling simultaneous consideration of content, relative po-

sition, and absolute position information of vocabulary, thus fully learning the content

and dependencies of words. In comparisons with multiple advanced models, this model

performs best in distinguishing depression from other diseases.

In summary, researchers exploring depression detection using deep learning models

have achieved good results by addressing issues such as balancing data categories, feature

extraction methods, and incorporating multidimensional features. Overall, compared to

traditional machine learning, deep learning has stronger stability and generalization ca-

pabilities due to its ability to automatically extract features, achieving more outstanding

detection performance. However, deep learning models have relatively large parame-

ter sizes and often require the support of large-scale data; their performance on small

datasets may not match that of traditional machine learning. In deep learning methods,

attention mechanisms and BERT pretraining models deserve attention. Attention mech-

anisms enhance model performance and provide interpretability for model predictions,

holding potential for clinical applications. BERT-like models, although having strong

feature extraction capabilities and achieving considerable performance by extracting key

information representing depression in the text, possess complex structures and large

model parameters, making them less suitable for retraining. Additionally, using generic
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pre-trained BERT models may lead to performance losses, especially in medical domains

with specific characteristics like depression.

The summary of deep learning algorithms in depression detection is shown in Table

4,5,6.
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Tab 4. Summary of deep learning algorithms for depression detection-1

Algorithm
Structure

Year Data Source Advantage Limitation

CNN 2018 ERiskD-2017 Adds user-level
language metadata, the
model performance is
improved;
User-friendly; Not
suitable for casual
documents like social
media

Convergence strategy
obsolescence

CNN+SMOTE 2020 Reddit Alleviating the
problem of unbalanced
data categories

Time series information
that does not consider the
vertical behavior pattern of
users

MGL-CNN 2020 RSDD Add a gated unit to
effectively capture key
emotional information
in your posts

Unable to trace
connections between
distant words

RNN-LSTM 2022 Kaggle Better performance in
processing text
sequence information
than CNN

Data set limitations do not
adequately reflect the
course of depression

BiLSTM 2020 Orabi and
CLPsych

Better understanding of
contextual semantics

Limited data set, not
counted

X-A-BiLSTM 2018 RSDD Alleviating data set
imbalances in BiLSTM

The information loss is
serious when the text is
long

CNN+BiGRU+Att 2020 ERiskD 2018 It can fully capture the
fine grained emotions
of depressed patients

Post information is not
used enough

DepressionNet 2021 MDDL Condense information
by refining summaries

The structure of the model
is complex and does not
consider the URL content
of the post
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Tab 5. Summary of deep learning algorithms for depression detection-2

Algorithm
Structure

Year Data Source Advantage Limitation

MAM 2021 ERiskD 2018 Innovatively proposed
metaphor-based
method

TThe RNNR module in
the model is not advanced
enough: it fails to explain
metaphor and essence

BiLSTM+Att 2022 Twitter(Arabic)
2022

Effective learning of
important hidden
features of depression

The data set is small and
the model generalization is
weak

EAN 2022 Reddit It can capture both
contextual semantic
information and
affective semantic
information

Emotion analysis is not
sophisticated enough

FAN 2018 RSDD Strong interpretability
of simulated expert
diagnosis process

Not incorporating more
posts from users results in
poor model performance

MDHAN 2022 RSDD Considering many
comprehensive
features, it is
interpretable

User posts are not
analyzed in relation to
subject matter and emotion

FiLaMTL 2020 CLPsych 2015 The detection of
figurative usage is
introduced to improve
the robustness and
reliability of the model

The model structure is
complex. Without the
introduction of memetic
modes, the model’s
understanding of metaphor
is not deep enough
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Tab 6. Summary of deep learning algorithms for depression detection-3

Algorithm
Structure

Year Data Source Advantage Limitation

BERT_IDP 2020 China Weibo It has a strong feature
extraction ability and
divides the degree of
depression

Medical knowledge of
depression is not included
without consideration of
user-level context

BERT+Knowledge
distillation

2022 Reddit+Twitter Applying knowledge
distillation technology
to compress model
parameters

User-level context is not
considered
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2.6 Neuro-Symbolic AI

Neuro-Symbolic AI is an interdisciplinary approach that combines elements of sym-

bolic reasoning and neural network-based approaches. It aims to integrate the strengths

of both symbolic AI, which excels in logic and reasoning, and neural networks, which

are powerful in learning from data. This combination seeks to create more robust and

versatile AI systems.

2.6.1 Symbolic Reasoning

Symbolic reasoning plays a crucial role in the field of artificial intelligence, relying

on operations based on symbols and logical rules to simulate human reasoning processes.

By utilizing formal symbolic representations, systems can perform various complex log-

ical operations, making the handling of knowledge and problem-solving more flexible.

A classic example is expert systems[111], which employ rule-based reasoning using a

knowledge base to generate meaningful outputs based on input symbolic information.

Over the past few decades, symbolic reasoning has made significant strides in areas

such as knowledge representation, problem-solving, and planning. For instance, classi-

cal reasoning engines like CLIPS and Prolog[112] have found widespread application in

professional domains.

3 TAM Network for Early Detection of Depression

3.1 Introduction

Early risk prediction on the Internet (eRisk) has been a long-running Lab at CLEF

[113, 114, 115, 116, 117, 118], which aims at exploring the early detection technologies

to predict potential risks in the Internet users’ health and safety. In this year, the Early

Detection of Depression task at the CLEF eRisk 2022 Lab [118] focuses on predicting

the depression risk in users based on their social media postings. A user is depression-
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positive if an explicit mention of being diagnosed with depression was made by the user

[113, 114]. By observing the posts of a user from the very beginning, a detection system

needs to raise the risk decision as early as possible if the user is depression-positive and

to estimate a risk-ranking score indicating the level of depression.

The early studies of language usage in depression patients [119, 120, 121, 122, 123]

suggest that depression and language usage are internally correlated, while the recent psy-

chological studies of depression [124, 125] indicate that depression is indeed a complex

emotional state and highly associates with several negative emotions [126, 127], such as

sad and anxiety. These findings have inspired recent studies to explore linguistic features

[128, 129, 130, 131, 11, 132], emotions, and sentiments [133, 134, 135] in user posts for

detecting depression and several related mental disorders, such as suicide ideation [136].

We extend these studies by exploring the history of user affective states, based on

the connection between depression and the long-term negative affects reflected in one’s

posts, that is, the difficulty of removing negative feelings from one’s working memory

[127, 137]. We consider affective state as the embedding of user emotion in a post, which

is retrieved by a pre-trained DistilBERT-Emotion model. A Time-Aware Affective Mem-

ories (TAM) network is proposed to maintain the memory of an Internet user’s affective

state, which gets update with the user’s latest affective state and the time interval ∆τt be-

tween the user’s latest (τt) and last (τt−1) postings. This affective memory is fed together

with the semantic information of the latest post to a Transformer Decoder, and TAM uses

the decoded information to predict a user’s depression risk.

To encourage early detection of the depression risk, we propose a latency penalty

that penalizes the latency of the first-positive predictions for the depression-positive users.

Our initial experiment suggests that latency penalty is effective for reducing the Early

Risk Detection Error (ERDE) score for the Early Detection of Depression task.
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3.2 Time-Aware Affective Memories Network

To explore the history of user affective states for Early Detection of Depression, we

propose a Time-Aware Affective Memories (TAM) network as shown in Fig. 7. TAM is

composed of an affective processing module and a semantic processing module, which

are indicated in the light green and the light blue squares, respectively.

First, the affective processing module expects the latest post x(i)t from user i at step

t and the time interval ∆τ
(i)
t between the user’s latest and last postings as input. We con-

catenate the title and body of a post into x(i)t , with the user-sensitive and task-insensitive

information replaced with special tokens1. The time interval ∆u(i)
t is given by

∆τ
(i)
t = τ

(i)
t − τ

(i)
t−1, (1)

where τ
(i)
t and τ

(i)
t−1 are the time logs of the user’s latest and last postings.

Second, the user’s emotion in post x(i)t is mapped into an affective state A(i)
t based on

a pre-trained DistilBERT Emotion classification model DistilBERTE
2. The mapping is

1User-sensitive Email addresses and phone numbers are replaced with 〈EMAIL〉 and 〈PHONE〉, and task-insensitive numbers and currency
symbols are replaced with 〈NUMBER〉 and 〈CUR〉, respectively with clean-text.

2https://huggingface.co/bhadresh-savani/distilbert-base-uncased-emotion
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given by

A(i)
t = ϕ

(
DistilBERTE(x

(i)
t )

)
, (2)

where the affective state A(i)
t ∈ RdBERT corresponds to a ϕ-pooled activation of the pre-

classification layer in DistilBERTE with input x(i)t , ϕ(·) corresponds to either a mean-

pooling or a CLS-pooling among the first dimension of a tensor, and dBERT is the Dis-

tilBERT model dimension. DistilBERTE is pre-trained on an English Twitter Emotion

dataset [138], which classifies user postings into joy, love, surprise , sadness, anger, and

fear. The pre-trained DistilBERT is slightly inferior to that of BERT in emotion classifi-

cation but is over two times faster in processing speed.

Third, the affective states A(i) of user i is remembered by a Time-Aware LSTM (T-

LSTM) network [139]. T-LSTM takes the affective state A(i)
t ∈RdBERT for the current post

x(i)t as the first input and discounts its internal affective memory in C ∈ RdMEM with the

time interval ∆τ
(i)
t ∈ R>0 as the second input. In the following description we omit the

user index i for abbreviation. Given the internal memory Ct−1 ∈ RdMEM and the hidden

state ht−1 ∈ RdMEM at the last step t −1 as well as inputs A(i)
t and ∆τ

(i)
t at the latest step t,

T-LSTM updates its internal memory and hidden state by

CS
t−1 = tanh(WdCt−1 +bd) (Short-term memory)

ĈS
t−1 =CS

t−1g∗(∆τt) (Discounted short-term memory)

CL
t−1 =Ct−1 −CS

t−1 (Long-term memory)

CA
t−1 =CL

t−1 +ĈS
t−1 (Adjusted previous memory)

ft = σ(Wf At +U f ht−1 +b f ) (Forget gate)

it = σ(WiAt +Uiht−1 +bi) (Input gate)
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ot = σ(WoAt +Uoht−1 +bo) (Output gate)

C̃t = tanh(WcAt +Ucht−1 +bc) (Candidate current memory)

Ct = ftC∗
t−1 + itC̃t (Current memory)

ht = ot tanh(Ct), (Current hidden state)

where Wd ∈ RdMEM×dMEM and bd ∈ RdMEM are parameters for decomposing the memory.

Wf ,Wi,Wo,Wc ∈RdBERT×dMEM , U∗ ∈RdMEM×dMEM , and b f ,bi,bo,bc ∈RdMEM are parameters for

calculating the forget, input, output gates and the candidate current memory, respectively.

g∗ is a set of discount functions that monotonically decrease with the time interval ∆τt .

We employ two discount functions gslog and gflex for the detection of depression task, in

which gslog is reciprocal to the logarithm of interval seconds

gslog(∆τ) = 1/ log(∆τ + ε), (3)

with a hyper-parameter ε of 1.0, and the gflex is a flexible power function of the interval

seconds inspired by [140]

gflex(∆τ) =
q1

a∆τ
+

q2

1+(∆τ/b)c
, (4)

with trainable parameters q1,q2,a,b,c ∈ R.

Last, a linear layer is employed to map the T-LSTM hidden state h(i)
t ∈ RRdMEM to an

affective memory M(i)
t ∈ RdBERT by

M(i)
t =WMh(i)

t +bM, (5)

with parameters WM ∈RdMEM×dBERT and bM ∈RdBERT . To enrich the memorization of a user’s

affective states for TAM, we concatenate the most recent lMEM affective memories by

M̂(i)
t = Concat(M(i)

t−lMEM+1, . . . ,M
(i)
t ), (6)
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where M̂(i)
t ∈ RlMEM×dBERT is the enriched affective memory.

The semantic processing module takes the latest post writing x(i)t from user i at time

step t as input, which is similar as the affective processing module, and encodes it to a

semantic embedding S(i)
t with a pre-trained DistilBERT model3 by

S(i)
t = DistilBERT(x(i)t ), (7)

where S(i)
t ∈ RlTEXT×dBERT corresponds to the activation of the pre-classification layer in

DistilBERT, lTEXT corresponds to the length of x(i)t , and dBERT is the DistilBERT model

dimension.

To integrate the enriched affective memory M̂(i)
t and the semantic embedding S(i)

t in

TAM, we employ a Transformer Decoder network as shown in Fig. 7. We denote M̂(i)
t

and S(i)
t as A and B for illustrating the integration mechanism as below. A Transformer

Decoder is a multi-head cross-attention architecture, each head of which makes queries

for elements from an input sequence A and retrieves new values from a reference input

sequence B, based on the element-wise similarity between A and B. Specifically, the

cross-attention MultiHead(A,B) is concatenated by head1, . . .headH with

MultiHead(A,B) = Concat(head1, . . .headH)W O, (8)

headh = Attention(AW Q
h ,BW K

h ,BWV
h ), (9)

Attention(Q,K,V ) = softmax(
QK⊺

√
d2

)V, (10)

where A ∈ Rn×d1 , B ∈ Rm×d1 are sequences of n and m embeddings and d1 is the embed-

ding dimension. To empower the attention mechanism, A and B are first mapped from

the d1-dimensional space to query Qh ∈ Rn×d2 , key Kh ∈ Rm×d2 , and value Vh ∈ Rm×d2 in

a larger d2-dimensional space through linear projection with parameters W Q
h ,W K

h ,WV
h ∈

Rd1×d2 , and h is the index of attention heads. Each headh ∈ Rm×d2 is then calculated by

the Attention function with the corresponding query, key, and value as the input. Last,
3https://huggingface.co/distilbert-base-uncased
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the concatenated attention head is mapped from m×d2 back to d1 dimension with a pro-

jection parameter W O ∈ RHd2×d1 .

We propose to integrate the affective memory and semantic embedding with either

one Transformer Decoder by

H(i)
t = mean(MultiHead(M̂(i)

t ,S(i)
t )), (11)

or two Transformer Decoders by

H(i)
t = mean

(
MultiHead

(
mean(M̂(i)

t ),S(i)
t

))
+

mean
(

MultiHead
(

ϕ(S(i)
t ),M̂(i)

t

))
,

(12)

where mean(·) indicates a mean-pooling in the first dimension of a tensor while ϕ(·)

corresponds to either a mean-pooling or a CLS-pooling. Both decoding strategies render

an integration H(i)
t ∈ RdBERT .

The depression probability p(i)
t and its logit γ

(i)
t are predicted by a Risk Classifica-

tion network, based on H(i)
t and a ϕ-pooled semantic embedding ϕ(S(i)

t ). Specifically,

the concatenation of H(i)
t and ϕ(S(i)

t ) is passed through a linear layer with layer normal-

ization and ReLU activation, a dropout layer, and a final classification layer of the Risk

Classification network. The outputs are a score ŝ(i)t that indicates the level of depression

ŝ(i)t = p(i)
t − (1− p(i)

t )

= 2p(i)
t −1,

(13)

and a risk decision ŷ(i)t

ŷ(i)t = 1{γ
(i)
t > 0}, (14)

where 1{·} is an indicator function.

Besides the stepwise risk classification, we employ a score accumulation technique
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[141] that accumulates the historical risk scores for the current score by

s̃(i)t =
t

∑
t ′=1

ŝ(i)t ′ , (15)

and predict the risk decision by

ỹ(i)t = 1
{

s̃(i)t > median
(

s̃(i)[1:t]

)
+ γMAD

(
s̃(i)[1:t]

)}
, (16)

where s̃(i)[1:t] is a list of the accumulated scores for user i up to time step t and median(·)

renders the median value of a list. The MAD function is given by

MAD(s̃(i)t ) = median
(∣∣∣s̃(i)[1:t]−median

(
s̃(i)[1:t]

)∣∣∣) , (17)

which evaluates the Median Absolute Deviation of the accumulated scores s̃(i)[1:t].

3.3 Latency Penalty

We propose a latency penalty ψ that penalizes TAM for the latency of the first-

positive predictions, in terms of the depression-positive users. The latency penalty for

user i at time step t is given by

ψ

(
y(i),γ (i)

t ,γ
(i)
max(t), t;α,o

)
=

σ(γ
(i)
t ) · y(i) · lc

(
t · tanh

(
α ·ReLU

(
γ
(i)
t

)
·ReLU

(
−γ

(i)
max(t)

))
;o
)
, (18)

where y(i) ∈ {0,1} is the ground truth label, γ
(i)
t ∈R is the current predicted logit, γ

(i)
max(t) =

maxt−1
t ′=1 γ

(i)
t ′ is the maximum logit up to t − 1, and t ∈ Z indicates the current time step.

α and o are two hyper-parameters, respectively, which control the latency sensitivity and

the time step at which the latency cost grows quickly as described below. σ is the sigmoid

function. The latency cost function lc is first proposed in the ERDE metric [142], which
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is given by

lc(t;o) = 1− 1
1+ expt−o

, (19)

with input t denoting the latency step of a true-positive prediction. The latency cost

lc ∈ (0,1) monotonically grows with the latency step t and grows the most quickly at the

step o with a latency cost of 0.5. In practice, o is usually set to 5 and 50, the latter of

which is employed for training the proposed TAM network.

In Eq. 18, we obtain the latency of the first-positive prediction for user i through a

series of neural activation functions of the sequence of logit predictions γ
(i)
[1:t]. Specifically,

ReLU(γ
(i)
t ) renders a positive value γ

(i)
t if the logit with respect to the latest (t) posting

is positive, and renders 0 otherwise. Similarly, ReLU(−γ
(i)
max(t)) renders a positive value

−γ
(i)
max(t) if all logits up to the last (t−1) posting are negative, and renders 0 otherwise. We

scale their product with the latency sensitivity α = 10000 and feed the result to tanh(·).

The output turns to be an indicator that takes a value close to 1 if the model renders

a positive prediction for the latest posting for user i and all-negative predictions before

that, while takes the value of 0 otherwise. By multiplying the latest time step t with the

indicator, we obtain the step of first-positive prediction, that is the latency, and feed it to

the latency cost function in Eq. 19. The latency penalty ψ is finally given by the product

of the depression probability σ(γ
(i)
t ), the ground-truth label y(i), and the latency cost lc.

We add the latency penalty in Eq. 18 to a cross-entropy loss to produce the final

training target for Early Detection of Depression by

ℓ(y,γ;α,o) =
T

∑
t=1

N

∑
i=1

−
(

y(i) logσ(γ
(i)
t )+(1− y(i)) log(1−σ(γ

(i)
t ))

)
+ψ

(
y(i),γ (i)

t ,γ
(i)
max(t), t;α,o

)
, (20)

where N and T are the number of users and the number of time steps in the training data,

respectively.

50



3 TAM NETWORK FOR EARLY DETECTION OF DEPRESSION 51

Tab 7. Number of positive and negative users in the training data of Early Detection of Depression at
the CLEF 2022 Lab.

Positive Negative

2017 135 752
2018 79 741

Total 214 1493

3.4 Experiment

The training data of Early Detection of Depression at the CLEF eRisk 2022 Lab

[118] consists of the training and test data of CLEF eRisk 2017 Lab and the test data of

CLEF eRisk 2018 Lab. The details can be found in Table 7.

The test data of Early Detection of Depression at the CLEF eRisk 2022 Lab [118]

consists of 1400 users. The posts of these users are accessible in an interactive manner

during the test phase, that is, the server only replies one post per-user at step t after

receiving the depression predictions for all users at step t − 1. Posts at step 0 from all

users are accessible at the very beginning.

We submit five groups of risk decisions and risk scores for 2000 steps in this inter-

active manner, which takes around 16.5 hours. Among all participants in Early Detection

of Depression, our system turns to be the most efficient.

The distinctive configurations of the submitted models are shown in Table 8. Specifi-

cally, Balance Strategy indicates the way of selecting positive and negative users from the

training data, for which Balance indicates that as many as the positive users are randomly

selected from the negative set while All indicates that all users are utilized. ϕDistilBERT

and ϕDistilBERT−Emo indicate a Mean-pooling or a CLS-pooling for ϕ(·) in Eq. 12 and Eq.

2, respectively. Max Memory Len corresponds to lMEM, which is the length of enriched

affective memory M̂. Discount Function indicates the utilization of either gslog or gflex

for discounting the short-term memory ĈS. Decoder Num specifies the number of Trans-

former Decoders in the TAM network for integrating the affective memory M̂ and the

semantic embedding S. Score Accumulation indicates predicting the depression scores
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Tab 8. Distinctive configurations of the submitted models.

Configuration TUA1#0 TUA1#1 TUA1#2 TUA1#3 TUA1#4

Balance Strategy Balance All Balance All Balance
ϕDistilBERT Mean CLS Mean CLS N/A
ϕDistilBERT−Emo CLS Mean CLS Mean N/A
Max Memory Len 30 1 30 1 Full
Discount Function gslog gflex gslog gflex N/A
Decoder Num 1 2 1 2 N/A
Score Accumulation False False True True True

and risk decisions by either accumulating the historical risk scores or not. TUA1#0 to

TUA1#3 corresponds to the TAM-based models with distinctive configurations, while

TUA1#4 is a SS3-based model [141]. Configurations which are not applicable to the

model are denoted as N/A. To avoid making reckless risk decisions, we halt the positive

predictions by producing all-zero decisions in the first two time steps for all models.

Table 9 shows the decision-based evaluation results. First, we find that Score Ac-

cumulation in the TAM-based models obtains similar decision-based evaluation scores,

which is possibly because that the TAM network has already maintained a long-term

memory of the affective states through T-LSTM as well as an enriched affective memory.

Next, TUA1#0 and TUA1#2 achieve better Precision, F1, ERDE50 and Flatency scores than

TUA1#1 and TUA1#3, which indicates a long affective memory and a balanced training

data could be helpful for improving the decision predictions in TAM. Our results also

suggest the importance of exploring language usage patterns for predicting the depres-

sion decisions. Last, it is reasonalbe to speculate that halting positive predictions for the

first two time steps could be an important factor that reduces the latency-sensitive metric

scores, such as ERDE5, ERDE50, latencyTP, and Flatency, in our result.

Table 10 shows the ranking-based evaluation results. First, the ranking-based deci-

sions of TUA1#0 and TUA1#2 render the state-of-the-art results in P@10 and NDCG@10

based on only 1 user post. The result suggests that the TAM network with a long affec-

tive memory could effectively recognize the users’ depression risk at a very early state.

It also implies that taking the decision-halting strategy off from TAM might render better
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Tab 9. Decision-based evaluation for the Early Detection of Depression task. Results obtained by our
models and the best performing models on each metric are included.

Model P R F1 ERDE5 ERDE50 latencyTP speed Flatency

TUA1#0 0.155 0.806 0.260 0.055 0.037 3.0 0.922 0.258
TUA1#1 0.129 0.816 0.223 0.053 0.041 3.0 0.992 0.221
TUA1#2 0.155 0.806 0.260 0.055 0.037 3.0 0.992 0.258
TUA1#3 0.129 0.816 0.223 0.053 0.041 3.0 0.992 0.221
TUA1#4 0.159 0.959 0.272 0.052 0.036 3.0 0.992 0.270

CYUT#2 0.106 0.867 0.189 0.056 0.047 1.0 1.000 0.189
LauSAn#0 0.137 0.827 0.235 0.041 0.038 1.0 1.000 0.235
LauSAn#4 0.201 0.724 0.315 0.039 0.033 1.0 1.000 0.315
BLUE#2 0.106 1.000 0.192 0.074 0.048 4.0 0.988 0.190
NLPGroup-IISERB#0 0.682 0.745 0.712 0.055 0.032 9.0 0.969 0.690
Sunday-Rocker2#0 0.091 1.000 0.167 0.080 0.053 4.0 0.988 0.165
Sunday-Rocker2#4 0.108 1.000 0.195 0.082 0.047 6.0 0.981 0.191
SCIR2#3 0.316 0.847 0.460 0.079 0.026 44.0 0.834 0.383
E8-IJS#0 0.684 0.133 0.222 0.061 0.061 1.0 1.000 0.144

decision-based evaluation results. Next, TUA1#1 obtains better results than TUA1#3,

which indicates that Score Accumulation might not be necessary for the ranking-based

prediction in TAM. TUA1#0 and TUA1#2 generally obtain better P@10, NDCT@10,

NDCG@100 scores for 1 post, 100 posts, 500 posts, and 1000 posts, which suggests

that long affective memory and balanced data are also helpful in improving the ranking-

based predictions for TAM. Last, the TAM-based models significantly outperform the

SS3-based model in terms of the ranking-based metrics.

3.5 Conclusion

In this section, we propose a Time-Aware Affective Memories (TAM) network with

a latency-penalized cross-entropy loss for Early Detection of Depression at the CLEF

eRisk 2022 Lab. Both decision- and ranking-based evaluation results indicate that af-

fective state is an important indicator of depression and that a long affective memory is

crutial for TAM to explore the users’ affective states. Our initial experiment suggests that

adding a latency penalty to the cross-entropy loss is effective for training early detection

models. Among all participants, our system turns to be the most efficient and achieves
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Tab 10. Ranking-based evaluation for the Early Detection of Depression task. Results obtained by
our models and the best performing models on each metric are included.

Model 1 post 100 posts 500 posts 1000 posts
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TUA1#0 0.80 0.88 0.44 0.60 0.72 0.52 0.60 0.67 0.52 0.70 0.80 0.57
TUA1#1 0.70 0.77 0.44 0.50 0.54 0.39 0.50 0.56 0.42 0.50 0.65 0.43
TUA1#2 0.80 0.88 0.44 0.60 0.72 0.52 0.60 0.67 0.52 0.70 0.80 0.57
TUA1#3 0.60 0.69 0.43 0.50 0.54 0.39 0.50 0.56 0.42 0.50 0.65 0.43
TUA1#4 0.50 0.37 0.35 0.00 0.00 0.36 0.00 0.00 0.36 0.20 0.12 0.31

two state-of-the-art results in terms of the ranking-based evaluation. Our results also

suggest that language usage patterns, such as n-grams, could be an important feature for

depression detection. Integrating language usage patterns into the TAM network could

be a promising work in the future.

4 TAM-SenticNet: A Neuro-Symbolic AI Approach for Early De-

pression Detection via Social Media Analysis

4.1 Introduction

In light of recent advancements in artificial intelligence, Neuro-Symbolic AI has

emerged as a pioneering approach. We presents TAM-SenticNet, a specialized Neuro-

Symbolic AI framework, explicitly designed for early depression detection. The frame-

work integrates neural networks, proficient in sentiment analysis, with symbolic reason-

ing, known for its ability to perform nuanced logical inference. This amalgamation en-

ables TAM-SenticNet to provide a more comprehensive and accurate interpretation of

emotional indicators present in user-generated content on social media platforms.

The primary aim of this study is to rigorously assess the efficacy of TAM-SenticNet

in the realm of early depression detection through the scrutiny of social media data.
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Fig 8. Schematic overview of the TAM-SenticNet framework, illustrating the seamless integration of
Neural and Symbolic Implementation modules for early depression detection.

The paper will outline the architecture of this Neuro-Symbolic AI framework, clarify its

specific applications in sentiment analysis, and empirically substantiate its performance

by conducting a comparative evaluation against existing models. This will highlight its

unique advantages and potential contributions to the field of mental health research.

4.2 Neuro-Symbolic AI for Early Depression Detection

To investigate the temporal dynamics of user affective states for the early identifica-

tion of depression, we present TAM-SenticNet, a specialized Neuro-Symbolic AI frame-

work, as depicted in Fig. 8. This framework comprises two principal modules: the Neural

Implementation and the Symbolic Implementation.

4.2.1 Neural Implementation

Drawing inspiration from Time-Aware Affective Memories (TAM) network [14], the

neural component of our framework employs a Time-Aware Long Short-Term Memory

(T-LSTM) model. This model,It has been specifically explained in the previous chapter,

and there is not much to say here.

4.2.2 Symbolic Implementation

To mitigate the interpretability challenges commonly associated with neural net-

works, we integrate SenticNet [143] as our symbolic reasoning engine. SenticNet func-
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Fig 9. Symbolic Implementation utilizing SenticNet as the reasoning engine, emphasizing how sym-
bolic logic and semantic relations contribute to enhanced model interpretability.

tions as a sentiment knowledge repository, utilizing symbolic logic and semantic relations

to furnish a structured emotional understanding, thereby augmenting the framework’s in-

terpretability. The architecture and functionality of this symbolic reasoning engine are

visually depicted in Fig. 9, emphasizing its role in enhancing model interpretability.

Our framework synergistically fuses the outputs from the neural network with sym-

bolic knowledge to deliver higher-order explanations and predictions. The Risk Factors

identified by SenticNet are graphically represented in Fig. 10, which also delineates the

logical interconnections among these factors. For example, an individual manifesting

TakeSleepingPills, Irritability, and AttemptSuicide is highly likely to be at elevated risk

for depression.

In our framework, we exploit both the neural network capabilities of TAM and the

symbolic reasoning of SenticNet to evaluate a user’s depression risk based on linguis-

tic features. Figure 11 elucidates the logical nexus between user language patterns and

depression risk factors, thereby highlighting the synergistic interplay between SenticNet

and TAM.

This logical diagram serves to illuminate the collaborative strength between Sentic-

Net and TAM. Through this integrated methodology, we aspire to identify early indicators

of depression with enhanced accuracy and efficiency, thereby enabling more timely pro-
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Fig 10. Visual representation of Risk Factors as delineated by SenticNet, illustrating the logical
interconnections among TakeSleepingPills, Irritability, and AttemptSuicide.

fessional interventions and improving mental health outcomes.

5 Experiment and Results

5.1 Experimental Data

The dataset employed in this research for early depression identification is sourced

from the CLEF eRisk 2022 Lab. This dataset amalgamates both the training and testing

sets from the CLEF eRisk 2017 Lab, in addition to the testing set from the CLEF eRisk

2018 Lab. A comprehensive overview of the dataset’s attributes is presented in Table 11.

Tab 11. Positive and negative samples in CLEF eRisk 2017 and 2018 Labs.

Year Positive Samples Negative Samples

2017 135 752
2018 79 741

Aggregate 214 1493
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Fig 11. Logical Relationship diagram illustrating the collaborative efficacy between SenticNet and
TAM in assessing depression risk based on user language and emotional states.
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5.2 Evaluation Metrics

5.2.1 Classification Metrics: Precision, Recall, and F1 Score

In our early depression identification framework, we utilize essential classification

metrics for a balanced evaluation: Precision, Recall, and the F1 Score. Precision, defined

as Precision = TP
TP+FP , measures the model’s accuracy in identifying true depression in-

stances, with TP and FP denoting True Positives and False Positives, respectively. Recall,

calculated as Recall = TP
TP+FN , assesses the model’s ability to capture genuine depression

cases, where FN represents False Negatives. The F1 Score, given by F1 =
2×(Precision×Recall)

Precision+Recall ,

provides a harmonic mean of Precision and Recall, offering a comprehensive metric that

considers both types of classification errors.

5.2.2 Latency Metrics: ERDE, LatencyT P, and Flatency

Timeliness constitutes another pivotal dimension in the domain of early depression

identification. To address this, we deploy a suite of latency metrics—ERDE, LatencyT P,

and Flatency—to assess the model’s efficacy and efficiency in real-time decision-making.

The ERDE metric amalgamates both the efficacy and timeliness of a decision by

accounting for the relative costs of false negatives and false positives. It is mathematically

formulated as

ERDEo =
1
N

N

∑
i=1

(cFN ×FNi ×φ(o,ki)+ cFP ×FPi) , (21)

where N denotes the total number of instances, and cFN and cFP represent the costs

of false negatives and false positives, respectively.

LatencyT P quantifies the median quantity of textual items required to accurately dis-

cern a true positive instance. It is mathematically expressed as

LatencyT P = median{ku : u ∈ U,du = gu = 1}, (22)

where U signifies the set of users and ku indicates the number of textual items for user u
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[115].

Flatency integrates the F1 Score with a latency penalty term, striving to harmonize

the model’s accuracy and timeliness in the context of early depression detection. It is

mathematically defined as

Flatency(U,sys) = F1(U,sys)×
(
1−medianu∈U∧ref(u)=+Platency(u,sys)

)
, (23)

where U denotes the set of users, sys refers to the depression detection system under

evaluation and Platency represents the proportion of true positives that are identified within

the latency period [144].

5.3 Experimental Results and Discussion

5.3.1 Baseline Models

We compare TAM-SenticNet’s performance with various baseline models, each char-

acterized by their core approach – neural, symbolic, or a combination of both. These

models, documented in the eRisk survey paper [145], include:

Neural Models: CYUT (CY), BLUE (BL), and SCIR2 (SC) employ advanced deep

learning architectures for user-level classification. LauSAn (LS) and NITK-NLP2

(NK) utilize dynamic neural network analysis.

Symbolic Models: BioInfo_UAVR (BU) and NLPGroup-IISERB (NI) use classical

machine learning with feature engineering. E8-IJS (E8) focuses on Logistic Regression

models with varied input representations.

Hybrid Models: TUA1 (T1) and UNSL (UN) integrate neural techniques with feature-

centric symbolic approaches. RELAI (RL) combines pre-trained word vectors with

feature sets for automatic questionnaire population. UNED-MED (UM) incorporates

tf-idf and sentiment analysis with a Deep Learning classifier. Sunday-Rocker2 (SR)

adopts a multifaceted approach with tf-idf, linguistic features, and machine learning

algorithms.
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Tab 12. Comparative metrics of our TAM-SenticNet (TS) and other models. Model types are indi-
cated as follows: † for Neural Models, ‡ for Symbolic Models, and § for Hybrid Models.

Model Prc Rcl F1 E5 E50 LT P Fl

CY† 0.142 0.918 0.245 0.082 0.041 8.0 0.239
BL† 0.106 1.000 0.192 0.074 0.048 4.0 0.190
SC† 0.274 0.847 0.460 0.045 0.031 3.0 0.411
LS† 0.201 0.724 0.315 0.039 0.025 1.0 0.315
NK† 0.149 0.724 0.248 0.049 0.039 2.0 0.247

BU‡ 0.378 0.857 0.525 0.069 0.031 16.0 0.494
NI‡ 0.653 0.500 0.566 0.067 0.046 26.0 0.511
E8‡ 0.242 0.959 0.387 0.068 0.036 20.5 0.357

T1§ 0.159 0.959 0.271 0.052 0.036 3.0 0.270
UN§ 0.144 0.929 0.249 0.055 0.035 3.0 0.247
RL§ 0.085 0.847 0.155 0.114 0.092 51.0 0.125
UM§ 0.084 0.163 0.111 0.079 0.078 251.0 0.028
SR§ 0.108 1.000 0.195 0.082 0.047 6.0 0.191

TS 0.665 0.881 0.758 0.035 0.025 1.0 0.675

5.3.2 Results and Discussion

In our study, TAM-SenticNet (TS) exhibits high Precision (0.665) and F1 (0.758),

demonstrating its effectiveness in accurately and comprehensively identifying depression

cases as detailed in Table 12. This performance is particularly notable when compared

with neural models like CY, BL, and SC, which primarily focus on deep learning tech-

niques. Unlike these models, TAM-SenticNet integrates symbolic reasoning, enabling

more nuanced data interpretation.

Symbolic models like BU, NI, and E8 rely heavily on feature engineering. TAM-

SenticNet surpasses these models in Precision and F1, highlighting the advantage of com-

bining symbolic reasoning with neural network robustness. This combination allows

TAM-SenticNet to capture complex patterns in data without solely relying on feature

engineering.

Hybrid models such as T1, UN, RL, UM, and SR attempt to balance neural and

symbolic approaches. However, TAM-SenticNet’s Neuro-Symbolic AI approach further

optimizes this balance, as evidenced by its superior F1 score (0.758), which is indicative
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of a well-rounded performance in both Precision and Recall aspects.

In latency metrics, TAM-SenticNet excels with the lowest ERDE5 (0.035) and ERDE50

(0.025) scores, demonstrating its efficiency in early risk detection—a crucial aspect

of mental health applications. The LatencyT P score (1.0) and the highest Flatency score

(0.675) further establish TAM-SenticNet as a model that proficiently balances timely and

accurate detection. These metrics are especially important in early depression detection,

where prompt intervention can significantly alter outcomes.

These findings strongly advocate for the integration of neural networks and symbolic

reasoning in TAM-SenticNet, marking a significant stride in mental health informatics.

Its capability to accurately, promptly, and efficiently detect early signs of depression,

leveraging the strengths of both neural and symbolic methodologies, positions it as a

highly promising tool in this critical field of research. The comprehensive evaluation

against various model types underscores TAM-SenticNet’s potential to set a new bench-

mark in early depression detection.

5.3.3 Case Study: Symbolic Reasoning in Action

To further illuminate the capabilities of TAM-SenticNet in real-world applications,

we present a case study that exemplifies how symbolic reasoning functions within the

model. Figure 12 delineates this by monitoring the fluctuating risk levels of depression

for a Reddit user based on their posts.

Initially, the user posted, “When I was 24 I began taking sleeping pills.” The sym-

bolic reasoning component of TAM-SenticNet ascertained the risk factor “TakeSleeping-

Pills,” leading to a medium risk level of depression. Subsequently, the user articulated, “I

never considered myself an addict but now I realize how angry and irritable I am when I

don’t have any sleeping pills.” Here, the symbolic risk factor “Irritability” was identi-

fied, escalating the risk level to high. Finally, the user divulged, “I’ve been through this

before (with a suicide attempt) taking sleeping pills and gashing my wrist wide open.”

The model discerned the symbolic risk factor “AttemptSuicide,” culminating in a very
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When I was 24 I began taking sleeping pills.

I never considered myself an addict but now I realize how angry 
and irritable I am when I don’t have any sleeping pills.

I’v been through this before (with a suicide attempt) taking 
sleeping pills and gashing my wrist wide open.

TakeSleepingPills

Irritability

AttemptSuicide

User Posting Timeline Symbolic Risk Factors Depression Risks

Fig 12. TAM-SenticNet’s symbolic reasoning applied to a Reddit user’s posts. The model discerns risk
factors—“TakeSleepingPills,” “Irritability,” and “AttemptSuicide”—to evaluate evolving depression
risk levels from medium to very high.

high risk of depression. These risk assessments are derived from the logical relations

delineated in the symbolic implementation of TAM-SenticNet, highlighting the model’s

capacity for nuanced and precise estimations.

For additional examples demonstrating TAM-SenticNet’s application in a wider range

of scenarios, please refer to the case studies provided in the appendix. These cases fur-

ther exemplify the model’s versatility and effectiveness in analyzing various emotional

and linguistic patterns indicative of depression risk.
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6 Conclusion and Future Work

6.1 Conclusion

This study introduces TAM-SenticNet, a groundbreaking Neuro-Symbolic Artificial

Intelligence framework, as an efficacious instrument for the early detection of depression.

The model excels in seamlessly amalgamating neural networks for feature extraction and

sentiment analysis with symbolic reasoning for intricate logical inference. Empirical

assessments corroborate the model’s superlative performance across an expansive array

of evaluation metrics, encompassing not only conventional metrics like Precision, Recall,

and F1 score but also specialized metrics such as ERDE5, ERDE50, LatencyT P, and Flatency.

These findings cumulatively position TAM-SenticNet as a persuasive contender for im-

plementation in mental health informatics. In future work, our research agenda endeavors

to further refine the symbiotic relationship between neural networks and symbolic reason-

ing to construct more robust and interpretable models, an essential requirement in health-

care applications. Additionally, we aim to extend the model’s versatility by enhancing

the integration of data and domain-specific knowledge across diverse fields.

6.2 Future Work

Our future work will concentrate on augmenting TAM-SenticNet with medical ex-

pert knowledge from internationally recognized depression diagnosis manuals such as

DSM-5-TR, ICD-11, and PHQ-9. This enhancement is envisioned to bolster the frame-

work’s clinical relevance and trustworthiness by aligning its analytical capabilities with

established diagnostic criteria and best practices in mental health care. The integration

of this expert knowledge is anticipated to not only refine the model’s interpretability and

accuracy but also to ensure that its output aligns with clinical insights, thus bridging the

gap between AI-driven analysis and real-world clinical applications in depression detec-

tion and early intervention. Through these efforts, we aim to create a Neuro-Symbolic

AI system that is not only technologically advanced but also deeply rooted in medical
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expertise, making it a valuable asset in the field of mental health.
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A Symbolic Reasoning Examples

Table 13 presents a series of case studies extracted from the testing set of the CLEF

eRisk 2022 Lab dataset. These studies demonstrate the TAM-SenticNet framework’s

application in analyzing real-world social media content, particularly Reddit posts, to

assess depression risk.

In the table, each entry includes the original Reddit post, with crucial negative ex-

pressions highlighted in bold. The “Reasoning Steps” column delineates TAM-SenticNet’s

logical process for determining depression risk from these posts. This column vividly il-

lustrates the framework’s ability to intricately analyze emotional and linguistic patterns.

The risk level predicted by TAM-SenticNet is denoted in parentheses, on a scale from 1 to

10, where higher values indicate increased risk severity. This compilation of case studies

underscores TAM-SenticNet’s practical utility and effectiveness in detecting early signs

of depression through the detailed examination of social media content.
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Tab 13. Case Studies of Symbolic Reasoning in TAM-SenticNet

Reddit Post Reasoning Steps

It’s 1:11am on the West Coast. I have no alcohol to calm me down.I
always feel unloved. Every single day I get closer to suicide. “I
want to die” is my first thought of the morning or after I nap. I have
no hope or will to live... I have mental breakdowns every single day.

“feel unloved” → SocialIsolation; “I want to die” → AttemptSui-
cide; “get closer to suicide” → AttemptSuicide; “no hope or will to
live” → ProlongedSadness; SocialIsolation ∧ AttemptSuicide ∧ Pro-
longedSadness → Depressed (6)

I love them more than the moon and the stars and would give my life
for them in a heartbeat, but it has caused me tremendous heartache
more than anything. I raised them as best as I could and I gave them
my all. I feel like parenting just beat the living shit out of me. I
have nothing left to give anybody I wish I had more to give, I’m
emotionally and mentally bankrupt from it.

“beat the living shit out of me” → ProlongedSadness ∧ AnxietyAnd-
Worry; ProlongedSadness ∧ AnxietyAndWorry → Depressed (4)

Hey, I’ve been on Sertraline for nearly two years I had to change
because the fluoxetine(Prozac) was causing worse anxiety.

“Sertraline” → SubstanceAbuse; SubstanceAbuse → Depressed (1)

I felt like I was putting in all the effort and that it was really me
driving the relationship. I always knew he loved me, but I still felt
very lonely in the relationship as it currently stood.

“felt very lonely” → AnxietyAndWorry; AnxietyAndWorry → De-
pressed (2)

I have insomnia and anxiety as well and may even have hypoma-
nia. A few weeks ago I was optimistic... And then I crashed and
have been in what feels like a never-ending depressive episode since
June.

“insomnia and anxiety” → SuddenBehavioralChange; “never-ending
depressive” → ProlongedSadness; “hypomania” → ErraticBehav-
ior; SuddenBehavioralChange ∧ ProlongedSadness ∧ ErraticBehav-
ior → Depressed (5)

My mother has a bad knee which has prevented her from doing some
activities, and I have always worried that the same thing would hap-
pen to me since it sometimes feels like my knee caps are "out of
place"

“always worried” → AnxietyAndWorry ∧ ProlongedSadness; Anxi-
etyAndWorry ∧ ProlongedSadness → Depressed (3)
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