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ABSTRACT
In this study, we discuss a unmanned aerial vehicle operation system by recognizing human
gestures. Here, we focus on both dynamic and static gestures, such as moving the right hand
repeatedly or holding it in a certain position. And, we propose two methods, one is a feature-
based (FB) method to detect the position of the right hand in an image and identify the gesture
form features estimated by FFT, and the other is a machine learning (ML) method to detect the
position of the right hand in an image and identify the gesture by the framework of the ML. In
experiments, we compare the results of gesture recognition by each method. As a result, the
recognition rate of the FB method is higher than that of the ML method under the conditions
assumed in the FB method. But, in other cases, the ML method is higher than that of the FB
method. The ML method is also effective in terms of extensibility, such as adding more types
of gestures.
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1. Introduction

In recent years, unmanned aerial vehicle (UAV) has
become increasingly popular for the purpose of aerial
photography and inspection. In addition to the above
purposes, UAV is also used in many other fields such
as transportation, rescue, surveying, and so on. It
is expected to permeate a part of our daily lives in
the future. For this reason, a man machine interface
that allows anyone to easily operate UAV or robot is
necessary.

One of the most common ways to operate an
unmanned robot is to use a controller. However, the
operator must be in possession of the controller and
must be proficient in its use. On the other hand, if a
robot can be controlled using gestures, which is a “nat-
ural interface” for humans to operate with natural and
intuitive motions, anyone can operate it easily. From
this point of view, we have discussed a rover robot
manipulation system using human gestures [1].

We can consider two types of gestures. One is static
gestures, and the other is dynamic gestures. Static ges-
tures are gestures of the shapes of human hands or
the postures of the human bodies. It can be obtained
from a one-shot image of a camera. On the other hand,
dynamic gestures are gestures that use the movements
of the human hands or bodies as time-series data. In
general, static gestures enable fast recognition because
the time required to acquire the necessary data is short.
Dynamic gestures require more time to be recognized
because they obtain data of movements during a cer-
tain period of time, but it is possible to use a large

number of gestures by combining movements. In this
study, we deal with dynamic gestures by treating the
case of stationary human motion as one of them.

Many methods have been investigated for gesture
recognition. Conventional methods often use self-
designed unique features to detect body parts for ges-
ture recognition from camera images or to recog-
nize gestures from their shapes and movements. This
method is referred to as the “feature-based method (FB
method)” in this paper. On the other hand, as will be
shown later in Section 2, many methods for detecting
body parts and for gesture recognition using machine
learning (ML) have been studied recently. We call this
method “ML method.”

In this study, we investigate the method of a UAV
operation by recognizing dynamic gestures. Previous
studies have discussed the FB method [2]. In this
method, the position of the human hand is extracted
from the camera image using colour features, and ges-
ture recognition is performed using motion features
based on the Fourier transform. In this paper, we also
investigate a gesture recognition method using ML
method with OpenPose [3] and long short-term mem-
ory (LSTM) [4]. Here, we compare the gesture recog-
nition of FB method and ML method, and discuss the
features of each method.

In the following, we show related work and aim of
this study in Section 2. Section 3 shows the definition of
gestures used in this study. In Section 4, we propose ges-
ture recognition methods based on FBmethod andML
method. In Section 5, we show the method and results
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of preliminary experiments to implement the proposed
method. In Section 6, we show the comparison results
and effectiveness of the two proposed methods. Finally,
in Section 7, we summarize our research and show
future works.

2. Related work and aim of this study

In the problem of manipulating a robot by gesture
recognition, many methods of detecting and recogniz-
ing the shape of a human hand have been studied in
order to indicate the direction ofmovement of the robot
or the direction of an object. Although Refs. [5,6] are
not robot operations, in Ref. [5], a method for indicat-
ing the position of an object using a pointing gesture
is discussed, and in Ref. [6], a method for identifying
complex hand shapes is discussed. In Ref. [7], for a
mobile robot equipped with a fisheye camera, a method
is proposed to indicate the direction ofmovement to the
robot by the direction of operator’s arm. In thismethod,
an operator wears a marker of a characteristic colour
to facilitate detection of the hand position. In Ref. [8],
authors propose a method to move a hand robot in the
sameway as a human hand by detecting the shape of the
hand from camera images in two directions. Although
these methods may include continuous motion, they
are essentially static gesture recognition.

On the other hand, a method for recognizing
dynamic gestures of moving hands and arms has been
proposed. In Ref. [9], gestures are recognized using
dynamic programming (DP) matching, which features
temporal changes in the hand’s centre of gravity posi-
tion, orientation, and area. In Ref. [10], gesture recog-
nition is performed using a support vector machine
(SVM) by calculating the features of periodic motion
using fast Fourier transform (FFT). In Ref. [11], the
authors propose a gesture recognitionmethod that uses
pre-made templates for both arm movements.

In recent years, many methods for recognizing
dynamic gestures caused by hand and bodymovements
have been investigated using ML frameworks. In addi-
tion, UAVs are used as operation targets. In Ref. [12],
a method for identifying hand movements and con-
trolling UAV flight using deep neural network (NN) is
proposed. This study uses the leap motion controller,
which is a device specialized for handmotion detection.
Reference [13] recognizes a dynamic gesture of mov-
ing both hands by the ML method using partial colour
images and optical flow motion from camera images
mounted on a UAV as input data. The recognition is
done by pose-based convolutional neural network. Ref-
erence [14] is also a gesture recognition method using
camera images mounted on a UAV. This study pro-
poses a method to identify static gestures using convo-
lutional neural network (CNN) and dynamic gestures
using Tiny-YOLOv2 (YOLO: You Only Look Once). In

Ref. [15], human detection usingOpenPose and gesture
recognition by hand shape using CNN are studied.

In this study, we initially investigated a method to
control a rover robot with dynamic gestures [1]. In par-
ticular, we devised features specific to the fact that the
gesture is a repetitive motion of the right hand and pro-
posed a recognition method for it. Microsoft Kinect
[16] was also used for the detection of human motion.
After this study, we changed the object of operation
from a rover robot to a UAV. Since it is difficult to
mount a device such as Kinect on a UAV, a method
using images from a single camera is considered.

Currently, UAVs are often operated using con-
trollers. In order to operate the UAV according to the
operator’s intention, the operator must be proficient
in the operation of the controller. The purpose of this
paper is to make it possible for anyone to operate a
UAV easily and intuitively. As the operation of UAV, we
consider the following two types:

A. To move the UAV (forward and backward, left and
right, up and down, etc.).

B. To give a command to the UAV to perform some
tasks (e.g. taking aerial photos, loading/unloading
cargo).

In this study, we aim to be able to perform both A
and B operations in the future by increasing the num-
ber of gestures. However, in this paper, since we focus
on the investigation of gesture recognitionmethods, we
will only deal with A as the operation of the UAV.

On the other hand, one of the problems of such ges-
ture recognition is safety, since the UAV’s camera needs
to capture the human, and both of them are in close
proximity. In this study, we use a small UAV as shown in
Section 5, which can fly safely at a distance of about 1m
from a human. On the other hand, larger UAVs need
to be kept farther away for safety. In this case, gesture
recognition becomes difficult because the human in the
image is captured in a small size. However, using a cam-
era with a zoom function will make gesture recognition
possible.

Since it is difficult for a UAV to capture a human
while moving, it is assumed that the UAV will be hov-
ering when it recognizes the gesture. This allows us to
assume that the camera is almost stationary. In order to
make it easy for anyone to operate the UAV, we assume
that the human gesture is performed for a few seconds,
duringwhich time theUAV recognizes the gesture from
images captured by the hovering camera.

The gesture recognition considered in this study is
intended for UAV operation. It is desirable to give com-
mands to the UAV continuously through gesture recog-
nition. For this purpose, it is necessary to search for
the operator so that the operator can be captured in
the camera image for gesture recognition again after
the UAV has performed a certain action. Therefore, we
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propose an operator detection method, and a practical
UAV operation system based on gesture recognition is
constructed and evaluated in this study. In other stud-
ies, gesture recognitionmethods using images captured
by UAVs have been evaluated, but practical operation
systems based on gestures have not been proposed.

From the above, the flow of UAV operation by ges-
ture recognition in this study can be summarized as
follows:

1. The UAV recognizes gestures and receives com-
mands.

2. It performs actions corresponding to commands.
3. It searches for the operator to recognize the next

gesture.

This study adopts repeated up–down or left–right
motions of the right hand as natural human gestures.
As the gesture recognition method, we consider the FB
method, which is a hand detection based on colour
information and recognition based on features using
the Fourier transform [2]. This is an effective method
for obtaining features of repetitive motion. In addition,
this paper discusses the ML method, too. By using the
MLmethod, it is possible to relax the restrictions of the
conditions and environment for hand detection. Here,
we also consider human pose detection using Open-
Pose [3] and gesture recognition methods using LSTM
[4]. LSTM is an effective method for identifying time-
series data such as gesture motions. In this study, we
construct our own ML framework that is suitable for
the gesture movements to be handled. Although meth-
ods similar to the FB method and ML method have
been used in other studies, this study makes its own
modifications to improve the recognition rate of ges-
tures. In this study, the results of gesture recognition
by each method are compared, and the effectiveness of
each method is discussed.

3. Definition of gestures

In this section, we describe the gestures used in this
study. First, in Figure 1, the point near the chest is
called “the reference point,” and the area within a cer-
tain range centred on the reference point is called “the
reference region.” It is also divided into four regions,
each 90° upper, under, left, and right, centre on the ref-
erence point. “The detection region” consists of four
regions: left, right, under, and reference. The reason
for not using the upper area is that the face and neck
are located in the upper region, in which the hand has
similar colour information.

Next, we describe the motion of the gestures. The
gesture is initiated when the hand enters the reference
region. The gesture is a combination of the detection
region and the hand motion. Figure 2 shows exam-
ples of the hand motions. The hand motion is one of

Figure 1. Reference point, reference region, and detection
regions.

the static motion or dynamic motion. Static motion
is the motion of moving the hand from the reference
region to a detection region and stopping the hand at
a certain point, as shown in Figure 2(a). On the other
hand, the dynamic motion repeats the motion of mov-
ing the hand from the reference region to the detection
region and back to the reference region again, as shown
in Figure 2(b). The gestures to be used in this study
are seven in total: three static motion gestures in left,
right, and under detection regions and three dynamic
motion gestures to the left, right, and under of detection
regions, and one static motion gesture in the reference
region. However, the operator should wear long sleeves
and hide the non-gesturing left hand behind the body
when gesturing.

After the gesture is recognized, theUAV executes the
motion command corresponding to the gesture (execu-
tion of UAV motion commands). Motion commands
of the UAV corresponded to each gesture are prede-
termined as shown in Table 1. In the following, when
the detection region is on the right and the detec-
tion motion is static motion, it is abbreviated as “right
static.”

4. Gesture recognitionmethods

We show the gesture recognition method using the FB
method in Section 4.1. And, we show the gesture recog-
nition method using the ML method in Section 4.2.
In addition, the purpose of this study is to manipu-
late a UAV using gestures. As described in the previous
section, after the UAV recognizes a gesture, it performs
a motion associated with the gesture. Then, the gesture
recognition process and the UAV operation process are
repeated again until the stop gesture is performed.

sHowever, the UAV does not always return to the
front of the operator after performing a motion related
to a gesture. There is a possibility of losing the operator.
In Section 4.3, we describe the process of re-detection
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Figure 2. Types of gestures.

Table 1. Gestures and related UAV motion commands.

Gesture Right Left Under Reference

Static Climb Descent Forward Landing
Dynamic Move right Move left Backward (Not assigned)

method for the operator. Therefore, our proposed
method repeats “gesture recognition process,” “UAV
motion process,” and “operator detection process.”

4.1. Gesture recognition by FBmethod

In the gesture recognition process, a NN is used to
estimate the hand region, and the frequency compo-
nent of the hand position time series is used to deter-
mine which gesture is being performed from the time-
series data of the estimated hand region coordinates.
This section is divided into two parts: the hand region
estimation method and the gesture judgment method.
First, the hand region estimation method is shown in
Step 1 through Step 3 below.

Step 1. The image is acquired from a camera, and
the human region is detected as a rectangle using
histograms of oriented gradients (HOG) features and
SVM. Here, the two-dimensional coordinates of the
starting point of the detected human region (the upper
left side of the rectangle) are Pxi and Pyi, respectively,
the height and width of the detected size areHi andWi,
respectively, and i represents the ith image (Figure 3).
To detect human regions, the trained detector of the
image processing library OpenCV [17] is used.

Step 2. Determine the reference point near the
chest. A human being is said to be 7 heads tall at 12
years old and elderly, and 8 heads tall at adult. From
this reason, the operator is assumed to be 7.5 heads
tall, and near the chest of the person is assumed to
be 1.7 heads from the top of head. From this assump-
tion, the two-dimensional coordinatesBxi andByi of the
reference point are calculated using Equations (1) and

(2). From these equations, the position of the reference
point (Bxi,Byi) is the lower end of 1.7 heads from the
top of the 7.5 heads.

Bxi = Pxi + Wi

2
, (1)

Byi = Pyi + Hi

(
1.7
7.5

)
. (2)

Step 3. Estimate the hand region using NN by fol-
lowing the steps from Steps 3.1 to 3.4. The NN is con-
sisted by three layers. The input layer has six nodes
and inputs colour information for each pixel, the inter-
mediate layer has 20 nodes, and the output layer has
two nodes and outputs either the hand region or other
region. The colour information consists of six values: H,
S, V, Y, Cb, and Cr.

Step 3.1. The range of motion of the hand can
be fixed. Therefore, we set “the hand detection region,”
and the right hand position is searched with in this
region.We assume that the hand detection region satis-
fies following conditions. The hand detection region is
shown in Figure 3(b):

• Inner area of a circle whose centre is (Bxi,Byi) and its
radius R = Hi/2.

• Eliminate the area where y-coordinate is upper than
Pyi.

• Eliminate the area of “Not used detection region”
where it includes human’s head in Figure 1.

Step 3.2. Convolve the input image with a 5 by
5 pixels size Gaussian filter and create 1/4 times image
by down sampling. By using this small image, we can
reduce the search area of the hand region and speed up
the process.

Step 3.3. Distinguish the hand region in the
hand detection region of a 1/4 times image by NN.
After that, we perform a four-connected labelling of the
region distinguished as the hand region, and the centre
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Figure 3. Hand position detection.

of gravity of the region above a certain threshold is used
as the hand region coordinate.

Step 3.4. In the original image, the coordinates
transformed into the reference point centred coordi-
nate system with the reference point as the origin and
the right and upward direction as the positive direc-
tion of x and y, respectively, are the final hand region
estimated 2D coordinates (hxi, hyi).

Next, when the estimated hand region coordinates
(hxi, hyi) enter the reference region, the gesture judg-
ment is started. Repeat Steps 1–3 above until the gesture
judgment is started. The gesture judgment method is
shown in Steps 4–8 below.

Step 4. Repeat Steps 1–3 to save eight estimated
hand region coordinates (hxi, hyi) in chronological
order. Note that the reason for setting the amount of
data to 8 is based on the results of preliminary exper-
iments of gesture recognition considering the speed
of hand movement in dynamic gestures (about 2.5 s
per round-trip) and the process time of the right hand
coordinate (hxi, hyi) detection (167ms per one image).

Step 5. Perform FFT on each coordinate of the
eight saved data. Calculate the values of the real part
Re(n) in Equation (3) and the imaginary part Im(n) in
Equation (4), and then calculate the amplitude spec-
trum aps(n) from Equation (5). Due to the symmetry
of the FFT, the computational complexity is half of the
total number of samples:

Re(n) = 1
N

N∑
k=0

{
x(k) cos

(
2πnk
N

)}
(0 ≤ n ≤ 3),

(3)

Im(n) = 1
N

N∑
k=0

{
−x(k) sin

(
2πnk
N

)}
(0 ≤ n ≤ 3),

(4)

aps(n) =
√
Re(n)2 + Im(n)2 (0 ≤ n ≤ 3), (5)

where N is the total number of data, n is the frequency,
and x(k) is the kth sampled data.

Step 6. Obtain the evaluation value E. As shown in
Equation (6), the evaluation value E is the maximum
value among the amplitude spectra apsx(n) and apsy(n)
of each coordinate added together for each frequency n.

E = max
n

{apsx(n) + apsy(n)}. (6)

Step 7. From the evaluation value E, the thresh-
old value is used to judge which motion corresponds
to “static motion,” “dynamic motion,” or “not a ges-
ture.” The threshold value is set through preliminary
experiment in Section 5.1.

Step 8. Make a final judgment on the gesture. If the
evaluation value is dynamic motion or static motion, if
all eight data are in the reference region or in the same
detection region, it is the dynamic gesture of that detec-
tion region. However, in the case of the same detection
region, the reference region is not included in the count;
this case is the static gesture of that detection region.
If there is even one region that is different, it is not a
gesture. If it is judged that it is not a gesture, delete the
oldest one of the eight estimated hand region coordi-
nate data, return to Step 1 and add one new hand region
coordinate data for the gesture judgment.

4.2. Gesture recognition by theMLmethod

In the FB method shown in Section 4.1, when the
operator’s clothing changes, the right hand may not
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Figure 4. Additional gestures.

be detected correctly if there are multiple skin colour
regions in the image that are the same as the right hand.
It also fails to detect the right hand correctly when the
illumination changes or under outdoor sunlight. More-
over, if we want to add gestures with different move-
ments, the value of E in Equation (6) may not correctly
identify them.

Therefore, in this section, we propose a gesture
recognition method based on ML. For the gestures, we
use 11 types, including the 7 types shown in Section 3
and the 4 types used in the experiments described in
Section 6.3. The four additional gestures are shown
below.

• Up the right hand above the reference region and
hold it still. There is a face with the same skin colour
near the right hand (static gestures; Figure 4(a)).

• Iterate the movement of the right hand up from the
reference region and down into the reference region
(dynamic gesture; Figure 4(b)).

• Rotate the right hand counter-clockwise on the right
side of the body (dynamic gesture; Figure 4(c)).

• Rotate the right hand clockwise on the left side of the
body (dynamic gesture; Figure 4(d)).

The position of the right hand in the image, which is
the input data for gesture recognition, is detected using
OpenPose. OpenPose is a deep learning-based method
for determining the pose (skeletal data) of a person in
an image. This method estimates the two-dimensional

Figure 5. Skeletal data of a person.

coordinates of the 15 points in the image (Figure 5).
Even if there are multiple people in the image, the
skeletal data can be detected for each of them. The
programme of OpenPose is available at Ref. [18]. In
this study, the programme is created by combining it
with the deep NN module of OpenCV, referring to the
contents of Ref. [19].

As a method to recognize gestures from the time-
series coordinate data of the right wrist obtained by
OpenPose, we use ML with the LSTM framework in
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Figure 6. Structure of the proposed LSTM framework.

this study. LSTM is an improved model of recurrent
neural network (RNN). RNN is an effective method for
time-series and continuous data such as speech recog-
nition and language translation. It differs from general
CNNs in that the results of the output or intermedi-
ate layers are returned to the previous intermediate or
input layers. The LSTM is an RNN with a management
mechanism for the information of the storage period.

In this study, we use a framework with the following
original structure for LSTM (Figure 6):

• Input layer: time-series 2D coordinates of the right
wrist.

• Mid layer 1: 128 nodes.
• Mid layer 2: 64 nodes.
• Output layer: types of gestures.

Next, we show the recognition process. First, we
obtain the coordinate data of the right wrist.

Step 1. Obtain human skeletal data from the images
taken by the UAV by OpenPose. Here, we assume that
there is only one person in the image. When detecting
skeletal data with OpenPose, we ignore the confidence
level of skeletal data detection in OpenPose library so
that all skeletal data could be detected.

Step 2. Estimate the reference region from the skele-
tal data. Because the coordinates to be obtained are

different, the range is slightly different from that of
Figure 1. Here, the following range is defined as the
reference region (Figure 7(a)) where (xn, yn) are the
coordinates of the neck, (xb, yb) are the coordinates of
the body, and db is the distance between (xn, yn) and
(xb, yb):

• Horizontal range: from (xn − 0.3 · db) to (xn + 0.3 ·
db).

• Vertical range: from yn to yb.

Step 3. The coordinates of the detected right hand
(xr, yr) in Figure 7(a) are transformed to (x′

r, y′
r) in

Figure 7(b) as shown in Equation (7) so that they are
in a coordinate system with (xb, yb) as the origin and
the length of dp as a constant value D (here, D = 100
pixels).

x′
r = (xr − xb) · D/dp
y′
r = (yr − yb) · D/dp

}
(7)

Next, we perform the ML process using LSTM. In this
process, we use the necessary number of right wrist
coordinate data for training (refer to Section 5.2 for
details).

After that, in the gesture recognition process, once
the coordinate data for n is obtained using the above
method, the recognition process is performed using
LSTM, and the gesture with the highest probability in
the output layer is used as the recognition result. Note
that our method does not include the class “unrecog-
nizable” in the output layer, so the result is always one
of the 11 gestures.

4.3. Operator detectionmethod

If any of the following three conditions (a)–(c) are met
during the gesture recognition process, the “operator
detection process” is performed.

(a) When the human (operator) region cannot be
detected.

(b) When the y-coordinate of the centre of gravity
of the human region is extremely located on the
upper or lower side of the image.

(c) When the x-coordinate of the centre of gravity of
the human region is extremely located on the left
or right side of the image.

The operator assumes to follow the motion com-
mands of the UAV to some extent and perform the ges-
tures.However, accurate following is difficult, especially
in the vertical direction. As the gesture recognition pro-
ceeds, it is expected that the operator will gradually be
obscured from the angle of view. Therefore, by setting
the above conditions, the UAV automatically adjusts its
distance, height, etc. andmoves to a positionwhere ges-
ture recognition is possible again. Hence, we propose a
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Figure 7. Hand position detection by OpenPose.

method which moves the UAV automatically to a posi-
tion where gesture recognition is possible again. The
method of operator re-detection is shown in Steps 1–4
below.

Step 1. Acquire image from the current location and
detect human region and face region. If neither can be
detected, the UAV rotates around to look for the oper-
ator. Note that the detection size of the face region is
a square. For face region detection, we use a trained

Haar-like feature classifier from the image processing
library OpenCV.

Step 2. The direction and height of the UAV adjust
to operator by moving it based on the centre of gravity
coordinates of the detected size (human region or face
region).

Step 3. Repeat the face detection five times to obtain
the average width of one side of the detection size
(square).
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Figure 8. UAV (Tello).

Step 4. This average value is substituted into
Equation (8) to obtain the estimated distance between
the operator and the UAV:

y = 231.2x−1 − 0.9152, (8)

where x is the average value of the face region detection
size (one side) (pixel) and y is the estimated distance
between the UAV and the operator (m). Equation (8) is
calculated frompreliminary experiments in Section 5.3.
The UAV is moved to adjust the distance between the
UAV and the operator based on y. (This distance is set
to 3.0m in experiments.)

Step 5. Repeat Steps 1–4 again. If no adjustment is
required, return to the gesture recognition process.

5. Preliminary experiments

Section 5.1 shows the details of the preliminary experi-
ment to set the threshold value of Step 7 in Section 4.1.
Section 5.2 shows the learning data and results of ML
of LSTM. Section 5.3 shows the details of the prelim-
inary experiment to find Equation (8) to estimate the
distance between the operator and the UAV in Step 4 in
Section 4.3.

TheUAVused in the experiments in this section and
Section 6 is the Tello (Figure 8) by Ryze Technology
[20]. The Tello is equipped with a single camera with
a resolution of 960 by 720 pixels. In addition, Tello con-
nect to a PC using a wireless local area network (LAN).
Tello captures operator’s image and send it to PC via
Wi-Fi. PC processes the gesture recognition method
and sends motion commands to Tello.

5.1. Threshold determination

In this experiment, we examine the distribution of the
evaluation value E and estimate thresholds to distin-
guish gesture motions.

5.1.1. Experimental environment
This experiment is conducted indoors, where there are
nomajor disturbances such aswind or lighting changes.

The two subjects (operators) of the experiment are A,
who have performed the gesture many times, and B,
who have performed the gesture several times. The sub-
ject is the only one around the UAV, and the UAV is
always in a hovering state. The distance between the
subject and the UAV is about 3.2m, and the height of
the UAV from the floor is about 1.5m.

5.1.2. Experimental method
The subjects perform static motion and dynamic
motion gestures in the direction of each detection
region, and the evaluation values are calculated and
save according to Steps 1–6 in Section 4.1. In addition,
20 times the gestures of each motion are performed for
each detection region. Then, the normal distribution
curves are calculated from the saved evaluation values
E for each motion using Equation (9):

f (x) = 1√
2πσ 2

exp
(

− (x − μ)2

2σ 2

)
, (9)

where x is the evaluated value,μ is themean of the eval-
uated values, and σ 2 is the variance of the evaluated
values.

5.1.3. Experimental results
The obtained normal distributions are shown in
Figure 9. The horizontal axis represents the evaluation
value and the vertical axis represents the distribution
of the evaluation value. The blue colour (the left side
distribution) is the normal distribution curve for static
motion, and the orange colour (the right side distri-
bution) is the normal distribution curve for dynamic
motion. Figure 9 shows that the peaks of the distribu-
tion of evaluation values for each motion are far apart.
Therefore, we set the threshold for determining the ges-
ture motion based on the range of μ ± 3σ (σ : standard
deviation of evaluation values), which contains 99.73%
of the data. We set the range of static motion from 1.0
to 15.0, and the range of dynamic motion is from 25.0
to 63.0. A gesture that does not satisfy both thresholds
is considered to be “not a gesture.”

5.2. ML and learning data

In this section, we describe theML process of the LSTM
shown in Section 4.2.Here, we prepared 108 time-series
data for each of 11 types of gestures (7 types in Section 3
and 4 types in Section 4.2). One time-series data con-
sists of 15 pairs of right wrist coordinates. For each
gesture, we randomly selected the time-series data and
classified them as follows.

• For training: 88 time-series data multiplied by 11
types.

• For validation: 11 time-series data multiplied by 11
types.

• For test: 9 time-series data multiplied by 11 types.
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Figure 9. Normal distribution of evaluation values for each motion.

The LSTM is trained with the following training
parameters using the training and validation data. The
values of these parameters are obtained experimentally.

• Activation function: tanh
• Optimization algorithm: Adam
• Learning rate: 0.01
• Loss function: mean squared error
• Batch size: 16
• Number of training epochs: 1000 (finish if there is

no change in the loss of validation data between 20
epochs)

After the training, the loss is 0.0127, and the accu-
racy is 0.999. Using the test data for the trained LSTM,
the recognition accuracy is 94.9% (94 correct answers
out of 9 by 11 time-series data).

5.3. Distance estimation

In this experiment, to estimate the distance between
the operator and the UAV, we examine the relationship
between the detected face size and the distance between
the operator and the UAV.

5.3.1. Experimental environment
The experimental location and surrounding environ-
ment are the same as in Section 5.1. Three subjects are
selected for the experiment.

5.3.2. Experimental method
TheUAVplaces at a distance of 1.5m from the operator
and is gradually raised manually. Next, we detect the
face region by hovering the UAV at a height where the
face is within the angle of view. The face detection size
is saved. The subject is kept stationary at the position.
The height is changed within the range where the face

is within the angle of view and the face detection size is
saved. It saves 30 face detection sizes for each distance.
Repeat this process in increments of 0.5m up to 5.0m.

5.3.3. Experimental results
The results of plotting the relationship of the face detec-
tion size (one side) against the distance between the
operator and the UAV are shown in Figure 10. The
horizontal axis is the average value of the face region
detection size (one side) (pixel), and the vertical axis is
the distance between the operator (subject) and UAV
(Tello). Based on the relationship between the data, an
inverse proportional approximation formula using the
least-squares method is used as the formula to calcu-
late the estimated distance between the operator and the
UAV (Equation (8)).

6. Experimental results

6.1. Competition of gesture recognition

In this section, we show the comparison results of ges-
ture recognition by FB method and ML method.

6.1.1. Experimental environment
In this experiment, four subjects (operators) perform
the seven types of gestures shown in Section 3, and
the recognition rate for each method is evaluated. The
experience level of the gestures of the four subjects (A,
B, C, and D) is as follows:

• A: performed the gestures many times.
• B: performed the gestures several times.
• C and D: perform the first gesture.

In this experiment, the UAV is fixed at a position
3.5m in front of the subject and at a height of about
1.5m from the floor, and the gestures are captured as
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Figure 10. Relation between face detection size and distance.

Figure 11. Time-series data of each method.

a video by the UAV’s camera. The subject performs
the seven gestures in one sequence. Ten sequences
are recorded as a video. Therefore, each subject per-
forms 70 gestures. We will evaluate the results for four
subjects.

The FB method and the ML method use the same
video image. Each method detects the position of the
right hand about every 167ms. One gesture is per-
formed for about 2.5 s. In the ML method, after the
right hand is in the reference region, 15 time-series data
(2D coordinates) of the right wrist are captured (first
data of the right hand position in the reference region
is not included). In the FB method, after the right hand
is in the reference region, four position data are skipped
because the gesture can be distinguished easily static or
dynamic. And then eight time-series data are captured
(Figure 11).

6.1.2. Experimental results
Table 2 shows the recognition results by the FBmethod,
and Table 3 shows the recognition results by the ML
method. As for “p/n” in the table, n is the number of
gestures performed by the subject, and p is the number
of gestures correctly recognized among them. And red
cells mean (p < n), that is, there is a case of fail gesture

recognition. This notation is also used in the tables in
the following sections.

The total recognition rate of the FBmethod is 98.9%
and that of the ML method is 97.9%. The reason for
the low recognition rate of the ML method is that the
detected position of the right wrist by OpenPose is
sometimes different from the actual one, as shown in
Figure 12. This error has nothing to do with the skill of
the operator. Therefore, it is clear that the FB method
can recognize gestures with high accuracy as long as
the environment and other conditions are within the
assumed range. On the other hand, the ML method
also has a high recognition rate of gestures, but in order
to achieve higher accuracy, it is necessary to investi-
gate outlier detection and correction methods for the
time-series data of skeletal coordinates obtained by
OpenPose.

6.2. UAVmanipulation

6.2.1. Experimental environment
Next, we show the results of gesture recognition while
actually flying the UAV. In this section, we use the FB
method, which has a high recognition rate as described
in the previous section. In addition, four subjects are
performed gestures. Their experience of gestures is as



156 S. TOGO AND H. UKIDA

Table 2. Gesture recognition rate (FB method).

Subject Left dynamic Right dynamic Under dynamic Under static Right static Left static Reference static Rate (%)

A 10/10 10/10 10/10 10/10 10/10 10/10 9/10 98.6
B 10/10 10/10 10/10 10/10 10/10 10/10 10/10 100.0
C 10/10 10/10 10/10 10/10 10/10 10/10 10/10 100.0
D 10/10 10/10 9/10 10/10 10/10 10/10 9/10 97.1

Total 98.9

Table 3. Gesture recognition rate (ML method).

Subject Left dynamic Right dynamic Under dynamic Under static Right static Left static Reference static Rate (%)

A 10/10 10/10 9/10 10/10 10/10 10/10 7/10 94.3
B 10/10 10/10 10/10 10/10 10/10 10/10 10/10 100.0
C 10/10 10/10 10/10 10/10 10/10 10/10 8/10 97.1
D 10/10 10/10 10/10 10/10 10/10 10/10 10/10 100.0

Total 97.9

Figure 12. Incorrected right wrist position (circle) by
OpenPose.

same as in the previous section. The process of the
experiment is shown below.

Step 1. The Tello is placed in a certain position and
the operator stands about 3.2m away from the Tello.

Step 2. Take off the Tello. Manually adjust the Tello
to a position where the operator’s entire body is within
the angle of view (about 1.5m height). After adjust-
ment, switch to automatic gesture recognition process.

Step 3. The operator grasps the signal from the
Tello according to the number of sounds produced by
the PC. This sound has three patterns as shown below.
It also sounds automatically when each condition is
entered.

• Sound once: Start the gesture recognition process.
• Sound twice: Gesture recognition is complete and

motion command is executed.
• Sound three times: Start operator re-detection

process.

Step 4. When the gesture recognition starts, the
operator performs the gesture. Once the motion com-
mand is executed, the operator follows the UAV. The
operator repeats this process. The gestures are per-
formed in the following order: (left dynamic, right
dynamic, under dynamic, under static, right static, left
static, and reference static). (Note that this order is as
same as that of Section 6.1.) The seventh “reference-
static” gesture is recognized, the landing of the motion
command is confirmed, and the process is ended. The
moving distance and speed of Tello are set to be the
same for all motions.

This process (from Step 1 to Step 4) is considered
as one experiment. In addition, each operator per-
forms the experiment five times. If a different gesture
is recognized, the next gesture is performed without
performing that gesture again.

6.2.2. Experimental results
Figure 13 shows the scene of this experiment. Table 4
shows the experimental results. Subject A shows no
misrecognition from the first to the fifth experiment,
and the gesture recognition rate is 100%. However,
false recognitions are observed in the experiments of
Subjects B, C, and D.

Figure 14(a) shows the time chart of the first exper-
iment for Subject A, who is recognized correctly, and
Figure 14(b) shows the time chart of the fifth exper-
iment for Subject D, who show false recognition. In
Figure 14, the horizontal axis is the elapsed time since
the switch to automatic gesture recognition process,
and the vertical axis is labels representing types of
movements of Tello (it includes themotions of rotations
of the operator detection method). In addition, the yel-
low part represents the gesture recognition until the
hand enters the reference area, the red part represents
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Figure 13. Scene of experiments.

Table 4. Gesture recognition rate under flying UAV.

Subject Left dynamic Right dynamic Under dynamic Under static Right static Left static Reference static Rate (%)

A 5/5 5/5 5/5 5/5 5/5 5/5 5/5 100.0
B 5/5 5/5 4/5 5/5 5/5 5/5 5/5 97.1
C 5/5 5/5 4/5 5/5 5/5 5/5 5/5 97.1
D 5/5 5/5 4/5 5/5 5/5 4/5 5/5 94.3

Total 97.1

the gesture recognition after the hand enters the ref-
erence area and the blue part represents the execu-
tion of the motion command. From Figure 14(a), all
UAVmotion commands are correctly executed. There-
fore, we can see that the gestures are also recognized
correctly. In Figure 14(b), the third gesture is not rec-
ognized. The reason is that the position of the right
hand could not be detected. In the hand detection
region shown in Figure 3(b), the area above the refer-
ence point, where the face and neck exist, is excluded
from the detection region. Therefore, if the right hand
is located above the reference point, the right hand
may not be detected. We think that the gesture is not
recognized because the right hand is often above the
reference point in the gesture motion.

Throughout the entire experiment, the gesture
recognition rate is 100% in four out of five experiments
for both Subjects B and C, three out of five experiments
for SubjectDwho are found to be falsely recognized few
times. The gesture recognition rate for the entire exper-
iment is 97.1%. The average processing time from the
start of gesture judgment to the end of recognition is
about 4.0 s. It is assumed that this is a time that does
not place a burden on the operator. Also, the average
sampling rate for this experiment is 2.6 fps.

In this experiment, the operator re-detection shown
in Section 4.3 was not performed. To demonstrate
the effectiveness of this method, we also conduct
gesture recognition experiments when the operator
intentionally moves the location where the gesture is

performed. In this section, we assume that the operator
intentionally moves one step in the opposite direction
of the UAV when the UAV moves to the left by the
first gesture. In the case of other gestures, the oper-
ator follows the movement of the UAV as shown in
Section 6.2.1, Step 4.

The time chart of this experiment is shown in
Figure 15. In this figure, the green line from 15 sec.
to 30 sec. represents the movement of the UAV for
the operator search. After the first gesture, the opera-
tor moves in the opposite direction to the UAV, then
the UAV captures the operator on the right edge of the
camera image. In order to keep the operator in the cen-
tre of the image, the UAV is rotated to the right three
times. Next, to adjust the distance to the operator, the
UAV moves forward and backward. Subsequent ges-
ture recognitions are successful. We conducted these
experiments several times, and in all cases, gesture
recognition could be continued by performing oper-
ator re-detection. Therefore, in order to operate the
UAV with repeated gesture recognition, it is effective to
search again when the operator is lost.

6.3. Robustness of gesture recognition

6.3.1. Experimental environment
Finally, in order to evaluate the robustness of the ges-
ture recognitionmethod, we show the results of gesture
recognition with different clothes than in Section 6.1.
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Figure 14. Time charts of experiments.

And, for the ML method, we also show the recognition
results of the added gestures.

Gesture experiment 1. For the two subjects (A and
D), the UAV is fixed to capture a video of them wear-
ing different coloured or short-sleeved clothes from
Section 6.1 and performing one sequence of the seven
gestures. Using this video as input, we compare the
recognition rate of gestures between the FBmethod and
the ML method. Subject A has performed the gesture
many times before. Subject D performs the gesture for
the first time.

Gesture experiment 2. The same two subjects (A and
D) perform one sequence of the four gestures described
in Section 4.2 for each. The UAV’s camera captures
these sequences as videos. Using these videos as inputs,
we estimate the gesture recognition rate using the ML
method. In this experiment, the recognition rate by the

FBmethod is not estimated because thismethod cannot
calculate the features.

6.3.2. Experimental results
Table 5 shows the recognition results of the FB method
and Table 6 shows the recognition results of the ML
method for gesture experiment 1. The overall recogni-
tion rate of the FB method is 60.0% and that of the ML
method is 98.6%. The reason for the low recognition
rate of the FB method is that the left hand position is
sometimes mistakenly detected as the right wrist posi-
tion. Figure 16(a) shows the image when the right wrist
is falsely detected. Figure 16(b) shows the result of the
same person’s image, which is correctly detected by
OpenPose. Incorrect detections also occur when some
of the clothes contain colours similar to skin.
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Figure 15. Time chart in case of operator re-detection process.

Figure 16. Competition of the right hand detection.

Table 5. Gesture recognition rate (gesture experiment 1, FB method).

Subject Left dynamic Right dynamic Under dynamic Under static Right static Left static
Reference
static Rate (%)

A 1/5 0/5 4/5 4/5 5/5 5/5 0/5 54.3
D 5/5 0/5 5/5 5/5 0/5 4/5 4/5 65.7

Total 60.0

Table 6. Gesture recognition rate (gesture experiment 1, ML method).

Subject Left dynamic Right dynamic Under dynamic Under static Right static Left static Reference static Rate (%)

A 5/5 5/5 4/5 5/5 5/5 5/5 5/5 97.1
D 5/5 5/5 5/5 5/5 5/5 5/5 5/5 100.0

Total 98.6

Next, Table 7 shows the recognition results of theML
method for gesture experiment 2. The overall recog-
nition rate by the ML method is 92.5%. Although the
number of gestures used in the evaluation is rather
small, the recognition rate is almost the same as the
previous results of the ML method. From these results,

it can be said that the ML method is more robust
to changes in clothing and environment than the FB
method and can be easily extended to recognize ges-
tures with different movements by simply preparing
training data. However, in the ML method, it is nec-
essary to correct the time-series coordinate data for
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Table 7. Gesture recognition rate (gesture experiment 2).

Subject Raise static

Up and
down

dynamic

Rotate
right

dynamic

Rotate
left

dynamic Rate (%)

A 5/5 5/5 5/5 5/5 100.0
D 5/5 5/5 3/5 4/5 85.0

Total 92.5

more accurate gesture recognition, as described in
Section 6.1. In addition, we needmore discussion about
the movements and types of gestures that can be recog-
nized by the ML method.

7. Conclusion

In this paper, we investigate a system that can recognize
human gestures and operate a UAV. Here, we examine
the FB method, which detects the position of the right
hand from an image using features and identifies ges-
tures, and the ML method, which detects the position
of the right hand from an image and identifies gestures.
We evaluate and compare each method.

In this study, we focus on both dynamic and static
gestures, in which the right hand is repeatedly moved
or held in a certain position. In the FB method, the
coordinates of the right hand are obtained from the
image using the colour information. Eight time-series
data are Fourier transformed, and the resulting features
are used to identify the gestures. On the other hand,
the ML method estimates human skeletal data using
theOpenPose library and obtains the coordinates of the
right wrist from it. Then, we use 15 time-series data to
identify the gestures in the LSTM framework. After the
gesture is recognized, the UAV will move according to
the gesture, but in order to be able to recognize the ges-
ture continuously, we also propose a method to detect
the operator.

In the experiment, we compare the gesture recogni-
tion results of the FB method and the MLmethod. As a
result, under the conditions assumed in the FBmethod,
the recognition rate of this method is higher than that
of the ML method. In the ML method, the right wrist
position obtained by OpenPose may contain errors,
which may affect the recognition results. However, the
recognition rate by the FBmethoddecreases under con-
ditions that are not expected for the FB method, but
there are no significant change in the recognition rate
for the MLmethod. Therefore, the MLmethod is more
effective in various environments. In addition, we con-
firm that the UAV can search for the operator after
performing a movement corresponding to the recog-
nized gesture. We are able to show that the UAV can
be continuously controlled by gestures.

We also show that the ML method can easily dis-
criminate other gestures with different movements by
learning them. However, the FBmethod is necessary to

design new features and study their calculation meth-
ods, and it is not easy to increase the number of gestures.
Therefore, when the environment in which the UAV
flies, the operator’s clothing and the types of gestures
are limited, the FB method can provide highly accurate
gesture recognition. But, when gesture recognition in
various environments or whenmore types of gestures is
needed, recognition by theMLmethodwill be effective.

In the future, we should discuss how to correct the
coordinates of the human skeletal data usingOpenPose,
taking into account the fact that the data is a time series
of human movements. We will also devise new ges-
tures for UAV operation, including movements other
than those of the right hand, and evaluate their recog-
nition accuracy. In order to verify the practicality of
this study, we need to conduct outdoor gesture recog-
nition experiments. We plan to investigate the gesture
recognition rate under various conditions such as wind,
rain, and different lighting conditions. And we plan
to improve the system for gesture recognition by the
on-board computer of the UAV to realize autonomous
flight control.
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