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Owing to rapid advancements in artificial intelligence, the role of emotion recognition has become 
paramount in human–computer interaction. Traditional approaches often reduce this intricate task 
to a mere classification problem by relying heavily on perceptual pattern-recognition techniques. 
However, this simplification overlooks the dynamic and multifaceted nature of human emotions. 
According to theories in emotion psychology, existing pattern recognition methods primarily capture 
external emotional expressions—termed “external emotional energy” (EEE)—rather than the nuanced 
underlying emotions. To address this gap, we introduce the evolutionary mental state transition 
model (EMSTM). In the initial phase, EMSTM employs standard pattern-recognition algorithms to 
extract EEE from multi-modal human expressions. Subsequently, it leverages a mental state transition 
network to model the dynamic transitions between emotional states, thereby predicting real-time 
emotions with higher fidelity. We validated the efficacy of EMSTM through experiments on 2 multi-
label emotion datasets: CMU Multimodal Opinion Sentiment and Emotion Intensity (CMU-MOSEI) 
and Ren Chinese Emotion Corpus (Ren-CECps). The results indicate a marked improvement over 
conventional methods. By synergistically combining principles from psychology with computational 
techniques, EMSTM offers a holistic and accurate framework for real-time emotion tracking, aligning 
closely with the dynamic mental processes that govern human emotions.

Introduction

Emotion, as a complex and advanced form of human intelli-
gence, has garnered attention in the field of human–computer 
interaction with the development of artificial intelligence tech-
nology. Research on emotion has become crucial for enabling 
machines to understand and possess emotional capabilities, 
such as emotion recognition, expression, and generation, in 
various information fields [1–3].

Emotion recognition is the process by which a machine identi-
fies human emotions, and it serves as the foundation for giving 
machines emotional capabilities [4]. Emotion recognition has been 
studied for decades, and the field has seen substantial theoreti-
cal advancements. Automatic emotion recognition systems have 
applications in various domains of daily life, such as public opinion 
monitoring [5], marketing communications [6], and mental health 
monitoring [7]. In the context of human–computer interaction [8], 
emotion recognition technology plays a crucial role in enhancing 
user experience. Emotion tracking involves the continuous detec-
tion of emotions over a period of time. Real-time emotion tracking, 

particularly in online education, has shown the potential to 
improve students’ learning motivation and effectiveness [9].

Current emotion recognition technology predominantly 
relies on pattern-recognition methods that involve the extrac-
tion of emotional features from external information sources 
[10]. These sources include observable physical behaviors 
[11,12] and monitorable physiological information [13,14]. 
By extracting and combining features from different modali-
ties, a coherent representation is created that enables further 
emotion inference. In several cases, this inference process has 
involved multi-category classification tasks aimed at predict-
ing the presence of specific emotions [15,16].

However, human emotion is a dynamic and intricate phe-
nomenon [17]. The emotions recognized by most existing pattern-
recognition methods only scratch the surface of the complex 
nature of human emotion. According to Freud’s psychoanalytic 
theory [18], psychic energy is a psychological force that drives 
individuals to exhibit appropriate behaviors and experience a 
range of emotions based on their internal subjectivity. We pro-
pose that observable behaviors are expressions of this psychic 
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emotional energy, which we refer to as external emotional energy 
(EEE). EEE is generated through the process of emotional per-
ception and directly influences the dynamic transitions between 
mental states. That is, external behaviors serve as observable 
manifestations [19] that reflect EEE and provide realistic feedback 
on its impact on mental states. In this context, we define mental 
state as the state of each emotion and transition as the process by 
which mental states change under the influence of EEE. Hence, 
existing pattern recognition methods primarily recognize EEE 
rather than capturing the essence of real emotions.

In complex and advanced human intelligence, emotions 
involve both cognitive and physical aspects [20]. Simulating a 
mental state by relying solely on external physical information 
is challenging. The associations between modalities and the 
integration of context and of historical emotions must be 
explored to track internal emotions. This requires an intelligent 
emotion recognition system that encompasses integrated pro-
cesses, including pattern recognition, historical emotion track-
ing, and mental state transition. We define the updating of 
recognized emotions based on historical emotions as an evo-
lutionary mental state transition process. This study aims to 
construct an evolutionary emotion-tracking system and vali-
date its performance.

In this study, we propose a new paradigm for emotion 
tracking called the evolutionary mental state transition model 
(EMSTM). EMSTM aims to simulate the process of tracking 
a person’s mental state transition using observable behaviors 
and historical emotions. It incorporates pattern recognition 
methods and introduces the concept of a mental state transi-
tion network (MSTN) from our previous study [21]. A con-
ceptual diagram of EMSTM is shown in Fig. 1, where the 
pattern recognition method calculates the EEE embodied in 
multi-modal expressions. The MSTN represents the manner 
in which EEE influences mental state transition.

The contributions of this study are as follows:

1.  We construct the EMSTM system using artificial intel-
ligence techniques to simulate the association between 
multi-modal emotion expressions and mental state 
transition.

2.  We propose a new pattern recognition method that 
establishes associations across various modalities of 
emotional expressions, enabling the calculation of EEE 
driving multi-modal behavior.

3.  Based on the concept of EEE, we introduce MSTN to 
simulate the dynamic emotional transition process.

We conducted experiments on 2 multi-label emotion clas-
sification datasets to validate the effectiveness of the proposed 
paradigm. The remainder of this paper is organized as follows: 
Materials and Methods provides a detailed description of our 
proposed model by combining insights from related studies 
with the methodologies employed in EMSTM. Results and 
Discussion presents an analysis of the performance of the sys-
tem. Finally, Conclusion concludes the paper and outlines 
future research directions.

Materials and Methods

Methodological framework and theoretical 
foundations
Emotion recognition research has evolved from single-modal 
to multi-modal analysis, acknowledging the complexity of accu-
rately capturing human emotions [22]. Multi-modal approaches, 
which incorporate information from various modalities, address 
the limitations of single-modality methods by providing a richer 
context for emotion prediction. This development has been 
crucial in overcoming the biases and misinterpretations that 
arise from relying on a single source of information.

Multi-modal fusion methods have emerged as key strategies 
in this field, with 2 predominant approaches: feature-level fusion 

Fig. 1. Conceptual diagram of the proposed evolutionary mental state transition model (EMSTM).
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and decision-level fusion [23]. Feature-level fusion involves 
combining features from each modality into a unified represen-
tation to enhance the comprehensiveness of emotional analysis 
[24,25]. In contrast, decision-level fusion processes each modal-
ity independently and combines their outputs, emphasizing the 
unique contributions of each modality to the overall emotion 
prediction [26–28].

Complementing these strategies is the concept of dynamic 
emotional transition, which focuses on the patterns and regu-
larities of emotional fluctuations over time [17]. This approach 
extends beyond static emotion analysis by considering how 
emotions evolve and influence each other, particularly in the 
context of multiparty interactions [29–32]. Recent advances in 
deep learning have further enriched this domain with models 
that leverage hierarchical networks and RNN-based systems for 
the context-level modeling of dynamic emotions [16,33–44].

Psychoanalytic theory suggests that emotional transitions 
are not merely external behavioral changes but represent deeper 
internal processes within an individual’s mental state [21,45–
51]. This perspective is crucial for understanding the dynamic 
nature of emotions and their impact on mental states.

In response to these evolving dynamics in emotion research, 
we propose the EMSTM, which is a comprehensive framework 
designed to model the dynamic interplay between observable 
multi-modal behaviors and mental states. EMSTM integrates 
several key components. It starts with multi-modal pattern rec-
ognition, where we analyze and encode features from various 
modalities including language, vision, and acoustics. This is fol-
lowed by cross-modality feature fusion, which employs advanced 
techniques to synthesize information across these modalities. 
The process then moves to the calculation of EEE, which quanti-
fies the emotional energy from multi-modal data, and is essen-
tial for the subsequent steps. The core of the model is the MSTN, 
which simulates the manner in which EEE influences mental 
states over time and models the dynamic transitions of emo-
tions. Collectively, these components work cohesively to provide 
a nuanced understanding of emotional transitions based on 
multi-modal data analysis.

Multi-modal pattern recognition
In dynamic psychology, the concepts of dynamic rules and 
energy have been introduced in personality research [45]. 
The human mental system is considered to be a dynamic 
system that requires energy, similar to other physical dynamic 
systems. This energy is referred to as EEE. In the external 
environment, EEE is manifested through observable psycho-
logical behaviors, particularly in the form of multi-modal 
emotional expressions. EEE influences the mental state, and 
its generation and transfer play a role in emotional transi-
tions. Consequently, we propose the use of EEE as an inter-
mediary to simulate the relationship between multi-modal 
emotional expressions and the internal subjectivity of human 
emotional inference.

This study focused on the analysis of multi-modal expres-
sions, including language, vision, and acoustic modalities. The 
generation and transfer of EEE are dynamic processes that are 
influenced by 2 main factors.

1. Externally triggered: EEE is produced when individuals 
perceive information and emotions from the outside world, such 
as when engaging in interactions or receiving external stimuli.

2. Internally triggered: EEE arises from self-emotional expres-
sions, such as self-monologue or changes in one’s thoughts.

Whether triggered externally or internally, the generated EEE 
is reflected in observable psychological behaviors, primarily 
through multi-modal expressions. Fluctuations in EEE impact 
emotional transitions, and emotions are simultaneously exter-
nalized through subsequent behaviors.

To simplify the calculation of EEE, we modeled the recursive 
process as follows: the emotional transition at the current time 
is affected only by the EEE at the previous moment, and the 
EEE at the current time affects only the subsequent emotional 
transition.

In this study, we considered 3 modalities: language (l), vision 
(v), and acoustics (a). If we conceptualize a sentence as a moment, 
the task can be defined as follows: Given the external information 
x′m,t of modality m at time t, we obtain its underlying feature 
representation xm,t as follows:

The goal is to calculate EEE Et from xm,t, which can be 
described as follows:

Mono-modality feature encoding
Various methods are available to represent these modalities, most 
of which are compatible with our proposed model. However, in 
this study, we did not focus on discussing which method was 
superior. At each time step t, we utilized the feature extraction 
methods (referred to as g() in this study) described in [52] to 
obtain the underlying features of the language, vision, and acous-
tic modalities xl,t, xv,t, and xa,t, respectively, as shown in Fig. 2.

Padding operations were employed to ensure that the sequence 
lengths of each modality were consistent. For example, we padded 
the token length of the current sequence to a fixed sequence length 
Lm. We employed 3 additional fully connected networks to stan-
dardize the feature dimensions of the 3 modalities. Consequently, 
the shape of the input features xm,t ∈ ℝLm×Dm, where Lm represents 
the sequence length and Dm denotes the feature dimension of each 
modality.

Based on our formulation, the calculation of EEE relies on 
sentence-level representations. However, the underlying fea-
tures we obtained were character-level features that contained 
positional information. We did not employ recursive or posi-
tional embedding methods on character-level features when 
fusing modalities. This differentiates our approach from some 
of the baseline models used in the experiment, such as Mu-Net.

(1)xm,t = g
(
x�m,t

)
, m ∈

[
l,v,a

]
.

(2)Et = f
(
xm,t

)
.

Fig. 2. Overall framework of the multi-modal external emotional energy (EEE) 
calculation model.
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To encode the underlying features, we applied a simple lin-
ear projection to unify the feature dimension as D. The encod-
ing features x̃m,t are expressed as

where Wu represents the weight of the fully connected layer 
used for dimension unification. The shape of the encoding fea-
tures x̃m,t is (Lm, D).

Cross-modality feature fusion
The multi-head self-attention transformer was initially intro-
duced by Google Brain [53]. It utilizes a query (Q) to calculate 
the similarity between the query and each key (K) and then 
computes the weighted sum of all values (V) based on this 
similarity. This mechanism is commonly employed to emphasize 
important information within the encoding features. Motivated 
by this mechanism, we employed 9 multi-head cross-attention 
blocks to determine the importance of the encoding features 
across modalities.

As shown in Fig. 3, we modified the original block to facili-
tate the deployment of the model on robots or mobile devices. 
Considering that fully connected networks are used for linearly 
projecting input features during the encoding process, we elimi-
nate the linear projection of QKV employed in previous trans-
former-based studies. For instance, we utilize the base-modality 
feature x̃v,t as Q in this architecture, and the cross-modality 
feature x̃a,t serves as both K and V. The cross-attention feature 
between v and a is described as follows:

where x̃v,t , xvaa,t ∈ ℝ
Lv×D and x̃a,t ∈ ℝ

La×D. The base- modality 
encoding feature is represented in the feature space of the 
cross-modality.

To maintain consistency with the proposed MSTN, we 
employed a skip connection to concatenate features from dif-
ferent representation spaces within the original block. In con-
trast to previous studies, we concatenated the base-modality 
features with the cross-attention features along the feature-
dimension axis. We then utilized a fully connected layer to 
restore the feature dimension to D and ensure the continuity 
of the blocks. In the example mentioned earlier, the fused fea-
ture of v and a is expressed as

where xvaa,t represents the cross-attention feature between v and 
a, Wa denotes the weight of the fully connected layer used for 
dimension adjustment, and xva,t ∈ ℝLv×D.

A similar fully connected structure was utilized in the position-
wise feedforward network, followed by another skip connection, 
as employed in previous transformer studies. Using a small amount 
of data, we verified that removing the position-wise feed-forward 
network did not affect the convergence of the loss value in this 
model.

As shown in Fig. 2, we sequentially concatenated the 9 fused 
features along both the feature-dimension and sequence-length 
axes. The base modalities and cross-modalities of the 9 features 
are l & a, l & v, l & a, v & l, v & v, v & a, a & l, a & v, and a & a. 
The shape of the hidden features xt after concatenation is 
(Ll + Lv + La, D × 3).

External emotional energy calculation
Pooling is a commonly used technique in deep learning for dimen-
sionality reduction through downsampling. In our approach, we 
utilized maximum pooling to retain the relative positional relation-
ships of important features and average pooling to capture back-
ground information. After dimensionality reduction, the hidden 
features were transformed into EEE through an unbiased, fully 
connected layer as follows:

where Et represents the EEE, and its shape is (n), where n is the 
number of emotion categories. EEE is used for emotion calcula-
tion in the MSTN. In this study, we employed an unbiased, fully 
connected layer to ensure uniform performance across all emo-
tion categories. Although biased classifiers have been shown 
to excel in incremental learning scenarios, as discussed in Wu 
et al. [54], our methodology was designed to achieve balanced 
classification without giving undue preference to newer classes.

Mental state transition network
In psychoanalytic theory, emotion recognized through pattern 
recognition methods is more appropriately termed EEE. EEE 
influences the mental state rather than directly representing 
real human emotion.

We introduced the concept of the MSTN to simulate the 
influence of EEE on the mental state and predict the dynamics 
of emotional transitions. MSTN aims to capture the flow of EEE, 
leading to changes in historical emotions and, consequently, an 
updated mental state.

As illustrated in Fig. 4, MSTN models the transfer and redis-
tribution of EEE within the mental state, resulting in emotional 
transitions over time. The energy transfer from EEE to the men-
tal state leads to changes in emotions, which can be simulated 
using MSTN to obtain the updated mental state.

To model the mental state transition, we assume that the 
mental state at time t, denoted by et, consists of multiple dis-
crete emotion categories:

where t represents the time step, and n is the number of emotion 
categories. Each element et,i represents the active intensity of 
emotion ei at time t, scaled within a specific range, such as [0, 1].

(3)x̃m,t = xm,tWu,

(4)xvaa,t = Softmax

�
x̃v,t x̃

T
a,t√
D

�
x̃a,t ,

(5)xva,t = Concat
(
x̃v,t ,xvaa,t

)
Wa,

(6)Et = xtWe,

(7)et =
(
et,1,et,2, ⋯ ,et,n

)
,

Fig. 3. Architecture of the multi-head cross-attention block.

D
ow

nloaded from
 https://spj.science.org at T

okushim
a U

niversity L
ibrary on D

ecem
ber 01, 2024

https://doi.org/10.34133/icomputing.0075


Ren et al. 2024 | https://doi.org/10.34133/icomputing.0075 5

Similarly, EEE can be represented as discrete categories as 
follows:

As shown in Fig. 4, the energy Et influences the mental state 
et. The central circle represents the neutral state, whereas the sur-
rounding circles represent other emotional states. The weighted 
arrows indicate the probabilities of emotions transitioning from 
one state to another. This is the underlying principle of MSTN: 
transferring energy from the EEE to the mental state, resulting in 
emotional transitions.

In this study, we extend our previous work [30], in which 
we collaborated with psychologists to conduct a psychological 
questionnaire survey involving 200 participants and established 
a preliminary transition probability matrix for MSTN. The 
construction process of MSTN is elaborated in the preceding 
sections. Unlike the model used in our previous study, which 
treated emotion as context-independent discrete jumps, we 
now model emotion as a dynamic mental state influenced by 
changes in EEE. This allows the tracking of emotional transi-
tions over time, making MSTN more aligned with real-world 
emotional dynamics. The key improvement in this study is the 
introduction of EMSTM, which refines the emotion transition 
links within MSTN. Our approach aims to address unanswered 
scientific questions related to evolutionary emotional cognition 
and individual emotional differences.

It can be verified that, under certain conditions, the mental 
state can transition from one state to another. Although the tran-
sition probabilities among the states are not equal, we believe 
that, in the absence of external factors, there is an expected prob-
ability. Therefore, an MSTN can be constructed based on the 
analysis of extensive data and personality information.

Human dynamic emotions exhibit a nondeterministic pat-
tern, and a Markov state chain is suitable for modeling this 
pattern. Traditional Markov chains assume that the current 
mental state depends solely on the previous state. However, 
emotional transition is a more complex process involving energy 

transfer and redistribution among emotions and is influenced 
by EEE. The updated mental state becomes the current mental 
state. To account for this, we assume that the current mental 
state depends not only on the previous state but also on the 
final mental state and the EEE. The emotional transition pro-
cess in MSTN can be expressed as follows:

where et represents the updated mental state affected by EEE 
Et in the previous mental state after transitioning ẽt−1.

The emotions expressed by individuals at a given moment 
can be determined based on the active intensity of each emo-
tion in the mental state. If the intensity of a particular emotion 
exceeds a threshold, we can infer that this emotion is activated 
in the mental state and is, therefore, included in the current 
expression. Compared to a mono-emotion classification sys-
tem, this multi-emotion recognition mechanism provides a 
more comprehensive inference of the mental state.

The human mental system can be likened to a dynamic sys-
tem in which real emotions depend on historical emotions and 
EEE, described as follows:

where Wc denotes the weights of the fully connected layer 
classifier.

Considering personality, the extent to which the mental 
state is affected by EEE varies across situations. Therefore, 
the EEE and final mental state involved in the above formula 
are weight-adaptive.

There are different types of associations between emotions, 
such as the positive association between joy and love and the 
negative association between love and hate. These emotional 
associations influence the transfer of emotions within the men-
tal state and occur with certain probabilities. To account for this 
factor, we define an emotional transition matrix T. In the case 
of n emotion categories, the matrix is denoted by T ∈ ℝn×n×n, 
which describes the transition probabilities between emotions. 
Each element Tijk denotes the probability of energy transfer from 
historical emotion ej to current emotion ek under the influence 
of emotion ei represented by the energy.

The mental state at the current moment is transitioned from 
the previous mental state through matrix T. At this moment, 
the EEE activates the previous mental state based on its weight.

where Norm normalizes the transition and activation processes 
to prevent the gradient from vanishing or exploding.

By calculating EEE Et using a multi-modal pattern recogni-
tion method and employing the emotional transition matrix T 
to compute the updated mental state ̃et−1 based on the previous 
real emotion et−1, we can determine the current real emotion 
et. This approach presents an emotion-tracking paradigm that 
aligns closely with psychological cognition, going beyond treating 
observable behaviors as mere expressions of real emotions.

Evolutionary mental state transition model
In this study, we develop the MSTN described above and simu-
late emotional transitions by tracking the fluxion of EEE. EEE 
is derived from observable multi-modal behaviors. To establish 

(8)Et =
(
Et,1,Et,2, ⋯ ,Et,n

)
.

(9)P
(
et|et−1, et−2, ⋯ , Et , Et−1, Et−2, ⋯

)
=P

(
et|ẽt−1, Et

)
,

(10)et = Concat
(
ẽt−1, Et

)
Wc ,

(11)ẽt−1 = Norm
(
Et ×

(
et−1 × T

))
,

Fig. 4. Conceptual diagram of the mental state transition network (MSTN), the 
number of emotion categories n = 8.
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a clear connection between the mental state and multi-modal 
behaviors, we employed deep learning technology to construct 
an EMSTM that simulates the interaction between the mental 
state and the external environment.

The overall framework of EMSTM is illustrated in Fig. 5. 
EMSTM predicts dynamic changes in the mental state over 
time by simulating the influence of EEE. It first calculates the 
EEE from multi-modal data and then predicts the mental state 
using the MSTN. The detailed process is as follows:

1. Calculation of EEE: This step involves calculating the EEE 
based on the emotional interactions expressed in multi-modal 
data. Please refer to the “Multi-modal pattern recognition” sec-
tion for a detailed explanation.

2. Inference of updated mental state: In this step, the emo-
tional transition process is simulated using the proposed MSTN 
to predict the updated mental state in real time. Please refer to 
the “Mental state transition network” section for further details.

EMSTM can simulate the dynamic emotional transition pro-
cess when provided with a sequence of multi-modal emotion 
expression data. The input to EMSTM consists of multi-modal 
information, including language, vision, and acoustic features, 
arranged in chronological order. EMSTM first obtains sequen-
tial multi-modal embeddings using a multi-modal encoder. It 
then calculates the EEE from these embeddings at each time 
step. This EEE, serving as emotional energy, interacts with the 
MSTN, resulting in the updating of the mental state. By compar-
ing the predicted mental state with the ground truth in the time 
series, EMSTM can be optimized by minimizing the error.

Considering that the parameters and computational effort 
of the model primarily lie in feature fusion, we calculated the 
EEE independently, as shown in Fig. 5. This approach acceler-
ates model computation in parallel. Additionally, we updated 
the current mental state based on the EEE and previous mental 
state instead of directly referencing the long-term past state. 
Unlike traditional methods of stacking recurrent neural net-
works (RNNs), we modeled the temporal sequence in the mental 
state using fewer parameters. The experimental results demon-
strate the effectiveness of the proposed model.

Results and Discussion

Results on CMU-MOSEI
Dataset and evaluation metrics
We conducted experiments on the CMU Multimodal Opinion 
Sentiment and Emotion Intensity (CMU-MOSEI) dataset to 
validate the effectiveness of our model for emotional multilabel 
classification. The dataset consisted of 1,000 individual mono-
logues with 23,453 annotated data points covering 6 emotions: 
happiness, sadness, anger, disgust, surprise, and fear. The raw 
data comprised approximately 66 h of monologue videos. The 
multi-modal feature vectors included 35 facial action units 
recorded by Facet, acoustic features extracted using Cooperative 
Voice Analysis Repository (COVAREP), and language features 
obtained using the GloVe embedding method. It is important 
to note that the original publication of the dataset ([52]) does 
not specify whether a cross-subject paradigm was employed for 
data splitting. Owing to the anonymized nature of the dataset, 
we could not confirm this. However, we strictly adhered to the 
original authors’ guidelines for data splitting, ensuring that the 
train/test splits were consistent with those used for the baseline 
methods. For additional details on the multi-modal features and 
data splitting methodology of the dataset, please refer to the 
work of Zadeh et al. [52].

Figure 6 illustrates the distribution of the emotion labels in 
the CMU-MOSEI dataset. The horizontal and vertical axes 
represent the 7 emotions, including neutral. The cells on the 
diagonal indicate the total number of occurrences of each emo-
tion. Happiness stands out with a larger quantity compared to 
the other emotions. The other cells represent the co-occurrence 
counts of 2 different emotions. Co-occurrences involving more 
than 2 emotions are not represented in the figure.

For evaluation, we utilized standard accuracy and weighted 
F1 scores calculated using the sklearn tool [55]. The F1 score 
provides a balanced measure of precision and recall and is par-
ticularly useful for imbalanced datasets with categories that 
have a small amount of data. In addition, we computed the 
weighted accuracy (wa) to evaluate the overall performance of 

Fig. 5. Overall framework of the EMSTM. Fig. 6. Distribution of emotion labels in the CMU-MOSEI dataset.
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the models. wa is calculated based on the amount of data asso-
ciated with different emotions.

where n denotes the total number of emotions, si denotes the 
amount of data containing emotion i, and ai denotes the accu-
racy of emotion i. Note that the evaluation metrics we used 
do not consider the neutral emotion. The weighted accuracy 
figures for Deep Emotional Arousal Network (DEAN), Feature-
Disentangled Multimodal Emotion Recognition (FDMER), and 
Modality Co-Reinforcement (MCR) do include the neutral 
emotion, as reported in their respective papers.

Baseline methods
To assess the performance of the proposed EMSTM, we com-
pared it with several baseline methods. The baseline methods 
used were as follows:

•  All_0: This method sets all prediction outputs to 0, effec-
tively predicting no emotions.

•  Binary relevance (BR) [56]: BR treats the multi-label clas-
sification problem as multiple binary classification prob-
lems, where each emotion label is predicted independently.

•  Backpropagation for Multi-Label Learning (BP-MLL) [57]: 
BP-MLL captures multi-label features by optimizing an error 
function that incorporates pairwise label dependencies.

•  Graph Memory Fusion Network (G-MFN) [52]: G-MFN 
combines a dynamic fusion graph and a memory fusion 
network with 3 parallel LSTMs to model multi-modal 
interactions.

•  Transformer-Based Joint-Encoding (TBJE) [58]: TBJE 
integrates a mono-modal transformer and a multi-modal 
transformer using a joint-encoding method to capture 
the relationships between different modalities.

•  Mu-Net [59]: Mu-Net utilizes context gated recurrent 
units (GRUs), state GRUs, and emotion GRUs to simu-
late different modalities and combines them through a 
pairwise attention mechanism.

•  DEAN [60]: DEAN integrates a cross-modal trans-
former, multi-modal BiLSTM system, and gating block 
to emulate human emotional arousal processes, excel-
ling in both multi-modal sentiment analysis and emo-
tion recognition.

•  FDMER [61]: FDMER utilizes common and private encod-
ers to create modality-invariant and modality-specific sub-
spaces, guided by a modality discriminator and specialized 
loss functions, to achieve refined multi-modal emotion 
recognition.

•  MCR [62]: MCR employs specialized units for target and 
source modalities to facilitate nuanced cross-modal inter-
action and fusion, thereby enhancing the ability of the 
model to understand emotions.

The baseline methods serve as a comparative framework 
for evaluating the performance of the proposed EMSTM on 
the CMU-MOSEI dataset. It is crucial to note that the train/
test splits used for these baseline methods were consistent 
with those used for the proposed EMSTM, ensuring a fair 
and direct comparison.

Training details
In the proposed EMSTM, we utilized a set of multi-head cross-
attention blocks. Specifically, we used 6 heads and set the num-
ber of hidden dimensions to 96. We employed the AdamW 
optimizer [63] for training with a learning rate of 1e−3 and a 
batch size of 64. During training, if the loss value on the valida-
tion set did not decrease, we applied a decay rate of 0.1 to reduce 
the learning rate twice and then stopped the training early.

To optimize the model parameters from a unified perspec-
tive and encourage similarity within each category while mini-
mizing the similarity between categories, we drew inspiration 
from circle loss [64]. We leveraged the properties of LogSumExp 
and maximized the similarity within each emotion category. 
To make predictions after the model was trained, we searched 
for a boundary threshold th near 0 using a validation set. If the 
output result for a particular emotion was greater than h, we 
considered the emotion to be expressed. For a detailed compari-
son of the number of parameters in our model with those in the 
baseline methods, please refer to the Discussion section.

Results
The experimental results of the different methods for the CMU-
MOSEI test set are presented in Table 1. We compared our 
proposed model with the traditional multi-label classification 
methods, BP-MLL and BR. The results demonstrate that the 
proposed model outperforms these methods.

The “W/O MSTN” entry in Table 1 represents results obtained 
by calculating multi-modal EEE without using the MSTN mod-
ule. It can be observed that the results obtained by this method 
are comparable to, or even better than, the results obtained using 
baseline methods such as Mu-Net, which incorporates previous 
content.

The “EMSTM” entry corresponds to the results of our pro-
posed method, where multi-modal EEE is used for mental state 
transition. The improvement achieved by EMSTM demonstrates 
the effectiveness of the proposed method. Substantial improve-
ments were observed in the emotions that constitute a large 
proportion of the dataset. Notably, we achieved a leading score 
of 72.5/72.4 for the happiness emotion, surpassing the previ-
ously published best score of 70.0/68.4. However, the results for 
surprise and fear emotions, which account for a smaller propor-
tion of the dataset, are closer to the “All_0” baseline. The 
weighted accuracy increased from 77.2 to 78.0 after adding the 
MSTN module. This indicates that the MSTN module can effec-
tively track mental state.

Additionally, we examined the impact of the underlying feature 
changes. In the “EMSTM(L)” entry, we replaced the language fea-
tures used in the proposed method with 768-dimensional features 
extracted by the pre-trained RoBERTa (base) model [65]. The 
results further improved compared with EMSTM when replacing 
the open-source input features with features extracted by us.

Results on Ren-CECps
Dataset and evaluation metrics
Further experiments were conducted using the Ren-CECps data-
set to validate the effectiveness of the proposed model. Among 
the available multi-label emotional classification datasets, Ren-
CECps is one of the few datasets with a suitable data volume.

The Ren-CECps dataset, comprising Chinese blog texts anno-
tated for 8 emotions, served as another test bed for our model. 
The dataset includes 27,091 sentences for training and 7,681 

(12)wa =

∑n
i=1 siai∑n
i=1 si

,
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sentences for testing. As with the CMU-MOSEI dataset, the origi-
nal study ([66]) did not clarify whether a cross-subject paradigm 
was employed for data splitting, and the anonymized nature of 
the dataset precluded us from verifying this. We followed the 
original guidelines for data splitting and maintained consistency 
with baseline methods. This monomodal dataset was used to 
evaluate the performance of the MSTN module. For further 
details, refer to Li et al. [66].

For comparison with published state-of-the-art models, we 
adopted the following evaluation metrics: micro F1 score, 
macro F1 score, average precision (AP), coverage error (CE), 
and ranking loss (RL). These metrics differ from those used in 
the CMU-MOSEI experiment. The calculation codes for these 
metrics are available in the sklearn library. CE measures the 
error in the sampling frame, AP represents the average preci-
sion on the precision–recall curve, and RL quantifies the rela-
tive distance between input samples. The higher the micro F1 
and macro F1 scores and AP, the better the performance, 
whereas lower values of CE and RL indicate better perfor-
mance. Table 2 presents the results of using different methods 
with the Ren-CECps dataset.

Baseline methods
In addition to the BR and BP-MLL methods used in the CMU-
MOSEI experiment, we included several other baseline meth-
ods for comparison with the proposed model on the Ren-CECps 
dataset.

•  Classifier chain (CC) [67] considers the label dependen-
cies by using the BR method.

•  Label powerset (LP) [68] treats each label combination 
as a separate category.

•  Deep pyramid CNN (DPCNN) [69] is a word-level net-
work that captures global information.

•  Hierarchical attention network (HAN) [70] constructs 
hierarchical structures to capture information.

•  Multi-label emotion detection architecture from sen-
tences (MEDA-FS) [71] is a multi-channel hierarchical 
model that achieved the best published results.

•  RoBERTa-Multi-Attention (RoBERTa-MA) [72] employs 
the RoBERTa transformer architecture, enhanced with 
multiple attention mechanisms, to focus on salient input 
features for each emotion label in multi-label emotion 
classification.

Training details
We utilized a pretrained BERT model (base-Chinese) [73,74] 
to extract sentence features. Considering that the MSTN mod-
ule operates on sentence-level features, we applied the same 
dimensionality reduction method as the multi-modal EEE cal-
culation model, which involves pooling the maximum and aver-
age values of the feature sequence and concatenating them with 
the [CLS] feature that contains sentence information. Notably, 
the published model only uses the [hrmCLS] feature as the 
sentence-level feature. The optimization and training strategies 
were consistent with those used in the CMU-MOSEI experi-
ment. For a detailed comparison of the number of parameters 
in our model with those in the baseline methods, please refer 
to the Discussion section.

Results
Table 2 shows the experimental results on the Ren-CECps data-
set, revealing the varying impacts of different representation 
methods on performance. Models with hierarchical structures 
generally outperformed those without them. Our implemented 
FC model, consisting solely of a fully connected layer for emo-
tion prediction based on language features, achieved results 
comparable to those of the best published model, MEDA-FS, 
even without additional techniques. Our proposed MSTN 
method capitalizes on contextual information from preceding 
text, thereby enhancing information transfer at the sentence 

Table 1. Performance results on the CMU-MOSEI dataset, with values in boldface indicating the best results for clarity. Higher values indi-
cate better performance for all metrics. Weighted Acc is for 6 emotions. The dagger (†) includes Neutral.

Happiness Sadness Anger Fear Disgust Surprise Weighted 
AccAcc F1 Acc F1 Acc F1 Acc F1 Acc F1 Acc F1

All_0 46.3 29.3 75.8 65.3 77.0 67.0 91.7 87.8 82.7 74.9 90.5 86.0 67.9

BR 70.7 70.4 75.8 65.3 77.1 67.3 91.7 87.8 82.7 74.9 90.5 86.0 77.4

BP-MLL 65.4 61.9 71.4 71.9 77.6 73.8 91.7 87.8 82.5 81.3 90.5 86.0 74.6

G-MFN 66.3 66.3 60.4 66.9 62.6 72.8 62.0 89.9 69.1 76.6 53.7 85.5 63.5

TBJE 66.0 65.5 73.9 67.9 81.9 76.0 89.2 87.2 86.5 84.5 90.6 86.1 76.0

Mu-Net 70.0 68.4 76.1 74.5 83.0 80.9 89.7 87.0 90.3 87.3 87.4 84.0 78.3

DEAN – – – – – – – – – – – – 52.3†

FDMER – – – – – – – – – – – – 54.1†

MCR – – – – – – – – – – – – 55.2†

W/O 
MSTN

70.8 70.6 73.7 71.2 77.3 73.5 91.5 87.9 84.0 82.1 90.6 86.1 77.2

EMSTM 72.5 72.4 74.0 73.3 77.4 75.7 91.7 87.8 84.0 83.2 90.6 86.2 78.0

EMSTM(L) 74.4 74.3 74.6 74.0 79.1 78.0 91.7 87.8 85.4 84.5 90.4 86.2 79.2

D
ow

nloaded from
 https://spj.science.org at T

okushim
a U

niversity L
ibrary on D

ecem
ber 01, 2024

https://doi.org/10.34133/icomputing.0075


Ren et al. 2024 | https://doi.org/10.34133/icomputing.0075 9

level. Ablation experiments confirmed that the introduction of 
the MSTN substantially improved performance across all evalu-
ation metrics. Importantly, the train/test splits for these baseline 
methods were consistent with those for MSTN, ensuring a bal-
anced comparison. The results further validate the effectiveness 
of MSTN, as it surpassed state-of-the-art published outcomes.

Discussion
Numerous existing multi-modal emotion recognition models 
that consider the previous context utilize RNNs such as GRUs 
to handle sequential features. In contrast, the proposed EMSTM 
approach divides the process into 2 parts: calculating EEE using 
pattern recognition methods and influencing mental state tran-
sitions using the proposed MSTN module. Based on the theory 
we adopted, emotional transitions depend on historical emo-
tions and the influence of EEE. We explored this process using 
the CMU-MOSEI and Ren-CECps datasets, and the experi-
mental results demonstrate that our new emotion transition 
paradigm aligns more closely with the process of human mental 
activity.

Our method offers several advantages over other models. 
First, in the temporal sequence, we dynamically transitioned 
emotions rather than transferring multi-modal features, result-
ing in a substantial reduction in the number of model param-
eters. Second, were placed the RNNs with parallel attention 
blocks at each time step, reducing the computational time 
required for the model. These design choices enhanced the 
efficiency and effectiveness of the proposed approach.

To quantitatively assess the efficiency of the proposed 
EMSTM, we compared the number of parameters for EMSTM 
and various baseline methods, as shown in Fig. 7. For models 
such as DEAN and FDMER, where the number of parameters 
is neither explicitly reported in the original publications nor 
available in open-source repositories, we estimated the figures 
utilizing the model size estimation methodology proposed by 
Kamper et al. [75]. Remarkably, our model requires a mere 
0.59M parameters, which is not only considerably fewer than 
most baseline models but also competitive with models such as 
G-MFN (0.592M) and MCR (0.79M). This lean parameteriza-
tion does not compromise performance; rather, it complements 

the robustness and effectiveness of the proposed model, as evi-
denced by the superior results achieved on the CMU-MOSEI 
and Ren-CECps datasets.

About external emotional energy calculation
Observable behaviors can reflect EEE, which, in turn, affects 
mental state transitions. In our experiments, the pattern rec-
ognition model obtained EEE rather than directly inferring real 
emotions.

The comparison between “W/O MSTN” and “EMSTM” in 
Table 1 suggests that if emotions are directly inferred from 
EEE, similar to pattern recognition, comparable results can be 
achieved. This demonstrates that EEE has a substantial influ-
ence on the current mental state.

The module we adopted utilized only current features from 
different modalities and did not involve previous content. To 
calculate character-level features, we employed a parallel atten-
tion mechanism, which has been proven to be much faster than 
recurrent mechanisms in terms of training and inference speed.

About the MSTN
In terms of the process of mental state transition, EEE can only 
affect changes in emotions and does not directly determine 
emotions. This was more effective and closer to our intuition 
for expressing emotions using the MSTN module.

Table 2. Performance results on the Ren-CECps dataset, with values in boldface indicating the best results for clarity. Higher values indicate 
better performance for the Micro F1, Macro F1, and AP metrics, while lower values indicate better performance for the CE and RL metrics.

Micro F1 Macro F1 AP CE RL

BR 46.40 34.79 63.69 2.8313 0.1789

CC 46.97 33.62 63.16 2.9721 0.1965

LP 45.15 42.51 62.62 2.9117 0.1861

BP-MLL 48.89 38.13 55.45 3.1272 0.3234

DPCNN 49.99 35.47 65.43 3.0555 0.1993

HAN 54.54 41.36 70.65 2.4631 0.1362

MEDA-FS 60.76 48.31 76.51 2.2226 0.1062

RoBERTa-MA 49.70 42.40 – – –

FC 57.57 42.91 77.43 2.1168 0.1144

MSTN 64.42 48.76 81.32 1.9346 0.0898

Fig.  7.  Comparison of the number of model parameters for EMSTM and baseline 
methods.
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The CMU-MOSEI dataset exhibits a skip sentence phenom-
enon with cases of partial monologues and some unlabeled 
sentences, indicating that the data are not completely coherent 
in terms of context. This slight inconsistency with the assump-
tions of our model resulted in a small improvement when add-
ing MSTN. The F1 scores for several emotions increased by 
approximately 2%, as shown in Table 1.

However, the Ren-CECps dataset, which lacked the skip sen-
tence phenomenon, was closer to the real world. The results of 
“FC” vs. “MSTN” demonstrate that simply adding MSTN can 
increase F1 scores by more than 6%. This confirms that simulat-
ing human mental state transitions in emotion inference is 
closer to real emotions than pattern recognition alone.

About the input modality feature
People exhibit different external emotional behaviors in various 
situations; therefore, the modalities we adopt may vary. A multi-
modal model should be insensitive to modality redundancy or 
missing modalities. The proposed EMSTM does not have fixed-
feature input-format requirements. To clarify how EMSTM 
handles different numbers of modal inputs, the model employs 
a multi-head cross-attention mechanism, as detailed in the 
“Cross-modality feature fusion” section. This mechanism allows 
the dynamic fusion of features across various modalities, thereby 
rendering the model highly scalable. In our experiments on both 
monomodal and multi-modal datasets, we demonstrated that this 
approach enables EMSTM to effectively adapt to different num-
bers of modal inputs. The modal-fusion mechanism in the cal-
culation process can be easily extended to a different number of 
modalities. In our experiments with these 2 datasets, we used 
both multi-modal and monomodal inputs to verify the effective-
ness of our model. Furthermore, the feature shapes of the different 
modalities may vary. These results demonstrate that EMSTM 
exhibits good scalability and generalization ability.

Better feature representation typically leads to improved 
results. For example, features extracted by large-scale pre-trained 
models are generally considered superior to GloVe features in 
capturing semantic expressions. The results of “EMSTM” vs. 
“EMSTM(L)” in Table 1 demonstrate that replacing GloVe fea-
tures with RoBERTa features slightly improves the F1 scores. For 
the Ren-CECps dataset, we adopted the same feature extraction 
method as MEDA-FS. Moreover, we concatenated the sentence-
level mean and maximum features with the [CLS] token, enrich-
ing the semantic information of the features. With only the 
classification layer added, the performance of our model was 
comparable to that of the state-of-the-art published models.

About data bias
We initially posited that EMSTM is a highly versatile model 
capable of processing both monomodal and multi-modal data. 
To substantiate this, we conducted a psychological question-
naire survey involving 200 participants. We used scientific 
sampling methods to obtain the general parameters, denoted 
by θ, for the emotional transition matrix T [30]. While these 
parameters serve as a robust starting point, it is crucial to spec-
ify that this versatility pertains to its capability to process dif-
ferent types of data modalities rather than its ability to adapt 
to varying data distributions. Therefore, fine-tuning the model 
for specific applications is recommended to achieve optimal 
performance. In our MSTN experiments, we used 0a as the 
initial value and adaptively adjusted the parameters to better 
fit the characteristics of the different datasets.

However, the datasets used were inevitably biased. For exam-
ple, Fig. 6 shows that the number of positive emotions, such as 
happiness, is much greater than that of negative emotions. This 
caused a large proportion of the data to have a heavy weight 
during training, resulting in biased results. In the CMU-MOSEI 
dataset, the results for fear and surprise were similar to the pre-
dictions of the All_0 baseline in both our model and other mod-
els. We also attempted data augmentation methods such as 
linear interpolation, but the results did not differ substantially.

About multi-label classification
Given that multiple emotions may coexist simultaneously, we 
treated emotional recognition as a multi-label classification prob-
lem. Existing methods, such as BP-MLL and BR, are commonly 
used for multi-label classification; however, they do not explicitly 
consider the relationships among emotion categories. In emotion 
recognition, the probability of co-occurrence between positive 
emotions was higher than that between positive and negative 
emotions. Therefore, BP-MLL and BR may not perform well in 
capturing EEE.

To address this issue, we extended the circle-loss method to 
multi-label classification. Unlike BR, we did not use the sigmoid 
activation function for classification. Instead, the output results 
were distributed as real numbers and were not constrained to 
originate from 0. During prediction, we determined a threshold 
close to 0 through the validation set and used it to determine 
whether a certain emotion was expressed. In Tables 1 and 2, the 
proposed method substantially outperforms the commonly 
used BR and BP-MLL methods in terms of EEE calculation.

Conclusion
In this study, we proposed a new paradigm for multi-modal 
emotional transitions based on the theory of emotional rec-
ognition: EMSTM. The proposed approach involves calculat-
ing EEE based on multi-modal features and simulating the 
emotional transition process using MSTN, which is influenced 
by EEE. The experimental results on 2 multi-label emotion 
recognition datasets, CMU-MOSEI and Ren-CECps, demon-
strated that EMSTM outperforms the best published results 
and confirmed its effectiveness. In addition to achieving high 
accuracy, the proposed model has the advantage of having 
fewer parameters, which makes it suitable for deployment on 
mobile devices and robots. This study also evaluated the gen-
eral mental state transition probability and the impact of EEE 
from a broader perspective.

In our future work, we plan to consider emotional personal-
ity, as the impact of EEE varies from person to person. For 
example, calmer individuals may be less affected by EEE. We 
will explore personalized emotional transition models based 
on the emotional fluctuations of each individual to provide 
support for emotional monitoring and guidance.
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